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1. Introduction

The observation of coherent dynamics ensuing from
the excitation of molecular systems by femtosecond
laser pulses is at the heart of femtochemistry. The
time-dependent evolution of coherent superpositions
of quantum states, the physical basis for the observa-
tion of coherent dynamics and their manipulation are
of central importance to coherent control of physico-
chemical processes. In the early days of femtochem-
istry, there was significant skepticism regarding the
type of information that could be learned from
spectroscopic experiments using very short pulses.
There were arguments that one could infer the
dynamics from frequency-resolved experiments and
that the femtosecond experiments did not offer new
information. It was also assumed that experiments
with very short pulses would smear the available
spectroscopic information because of their broad
bandwidths. Approximately two decades after the
initial experiments, it has become clear that femto-
second experiments have opened an extremely valu-
able window into the dynamic behavior of atomic and
molecular systems that is influencing how we think
about physics, chemistry, and biology. In particular,
we highlight the fact that some of the highest
resolution spectroscopic measurements being carried
out employ femtosecond laser pulses. These experi-
ments, specifically those taking advantage of rota-
tional coherence, provide resolution that rivals mi-
crowave spectroscopy. The reason spectroscopic
information is not lost in femtochemistry experiments
is coherence, a property that can be manipulated to
control physicochemical processes by a number of
different approaches, which will be reviewed here.

This review presents a summary of some of the
most salient contributions to the field of coherent
laser control from an experimentalist’s perspective.
While a number of theoretical papers have made key
contributions to the field, it is from the experimental
successes, as well as failures, that we can best learn
how to implement new strategies and develop future
applications. Coherent laser control, in the context
of this review, encompasses experiments in which the
coherent properties of the laser and/or the molecule
are required for controlling a particular physico-
chemical process. We distinguish for each of the
experiments between coherence in the laser field(s),
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and microscopic (intramolecular) and macroscopic
(intermolecular) coherence in the sample. We con-
sider coherence in the various degrees of freedom
available to the sample—among them, electronic
vibrations, rotations, and collective dynamics. We
have included a wide range of experiments, not only
those aimed at controlling chemical reactions, be-
cause there are several important lessons to be
learned from them.

The accelerated progress and the very exciting
successes in this field have increased the demand for
reviews. During the past few years, a number of
reviews have been written on coherent control, the
majority of them emphasizing theoretical concepts
rather than experimental implementation.?=32 This
review takes a different approach. Instead of focusing
on the theory, we focus on the experiments, their
requirements, the signals, and their interpretation.
We analyze the present degree of success, the present
limitations, and the future applications. This review
is aimed at the experimentalist who is interested in
pursuing or understanding coherent control methods
and at the theoretician who wants to know what
currently limits experimental implementation.

Coherent control methods exploit a number of
constructive and destructive interferences that are
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manipulated to obtain a desired outcome. In 1801,
Young's double-slit experiment demonstrated the
interference of light, a fact that became important
in the development of quantum mechanics. Young's
experiment, depicted in Figure 1, entailed the propa-
gation of light through two closely spaced slits. The
light was projected onto a screen, and a very inter-
esting phenomenon was observed. When either of the
slits was closed, a smooth, bell-shaped intensity
pattern was recorded; however, when both slits were
opened, the amplitude of light varied sinusoidally
with position, because of interference between the
beams emerging from the two slits. The phase of the
light traversing through each of the slits determines
the intensity of light that is observed at a specific
location on the detection screen. The path length from
each slit to the location of the detector on the screen
(rp. and ry) determines if constructive or destructive
interference takes place (see Figure 1A). This experi-
ment could also be considered one of the first suc-
cessful experiments in coherent control. One could
control the intensity of light reaching a detector fixed
in space by advancing or delaying the phase of light
going through one of the two slits. In Figure 1B, we
illustrate such a setup, in which an optic retards the
phase of light going through one of the slits. When
phase retardation equivalent to half an optical period
() is introduced, the interference pattern on the
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Figure 1. Schematic simulation of Young's double-slit
experiment in which the distance between the slits A and
B is equal to 10 4. (A) A plane wave is diffracted by a small
pinhole, and the resulting wave encounters two small slits.
The emerging light interferes and is detected at the screen.
(B) Same as above, but in slit B a phase delay of x is
introduced. Notice that this delay shifts the intensity
pattern on the screen from a maximum to a minimum, and
VICe versa.

screen changes, and the amount of light reaching the
fixed detector changes from being a maximum to
being a minimum. This principle could be extended
to a molecular system, where the phase delay can be
used to control the excitation of a particular quantum-
mechanical state, provided two optical pathways
connect the initial state to the final state. In this
review, we present a number of experiments that fit
this general description, namely, the interference
between two or more pathways allows one to control
the outcome of laser—matter interactions.

A number of nonlinear optical processes could also
be considered important in a review on coherent
control—given the broad definition of the field as
being any experiment that takes advantage of the
coherent properties of light to control processes by
constructive and destructive interference. Nonlinear
optical experiments have been performed since the
laser was invented.®3736 In all these cases, electro-
magnetic fields are combined coherently to generate
new polarizations in the sample through interference.
Here, we review some of the principles and then
concentrate on recent experiments carried out ex-
pressly to demonstrate coherent control.

The combination of two or more electromagnetic
fields can be used to introduce constructive and
destructive interference in the sample, thereby achiev-
ing coherent control of population transfer. Coherent
control, therefore, can be defined as the ability to
control optically driven processes, using the coherent
properties of lasers and/or the sample. In most cases,
optically driven processes imply nonlinear optical
processes. Coherent-control strategies, in some cases,
can achieve 100% contrast between two outcomes by
small adjustments in the phase of the field. An
incoherent strategy, on the other hand, depends on
the specific wavelength of excitation or on the sec-
ondary processes occurring after the laser—sample
interaction.
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We begin by defining coherence and its different
manifestations. Coherence, a property of waves,
defines the degree with which waves are in step with
each other. Spatial coherence is defined as the degree
with which waves remain in step in space, across a
beam, or in the region where two or more beams
cross. Coherence time is the time it takes waves to
lose their coherence. The coherence of a quantum-
mechanical system refers to the extent with which
two or more of its constituent states remain in step.
In the absence of intermolecular interactions, coher-
ence can persist in a molecule for a long time, and a
coherent light source can be used to manipulate this
coherence with great efficiency. This review includes
a number of experiments that have successfully
exploited this simple concept.

In addition to defining the coherence of the light
source, it is important to define the type of coherence
that can be induced on a sample. The polarization
that electromagnetic waves induce on a sample, i.e.,
the induced electronic polarization, is short-lived,
except when the field is resonant with a spectroscopic
transition. Laser pulses with duration shorter than
the inherent molecular dynamics of the system
impulsively excite coherent superpositions of quantum-
mechanical states such as rotations and vibrations,
which are observable as coherent wave packet dy-
namics. For example, the short pulse resonant exci-
tation of gas-phase iodine molecules leads to the
creation of coherent superpositions of vibrational
states in the ground and excited states. The ensuing
oscillatory motion in both states can be recorded by
the interactions of one or more additional laser
pulses. Molecular coherence is usually considered an
intramolecular property; however, it is possible to
induce macroscopic (intermolecular) coherences in a
sample. This type of coherence plays an important
role in four-wave mixing (FWM) experiments. The
fundamental goal of laser control is to find the
electromagnetic field, which through its interaction
with the sample causes specific excitation of quantum
states, or manipulates molecules so that they form
or break specific chemical bonds. In particular, for
coherent control, the goal is to achieve the desired
outcome by taking maximum advantage of the phase
in the electromagnetic field and the quantum-me-
chanical phase of the sample.

In this review, we present a number of approaches
that have been proven experimentally successful so
that we may glean from them the most important
parameters required for control. We illustrate each
of the main strategies with the description of one or
more relevant experiments. We include a table listing
additional experiments using the same general tactic
being applied to a number of different systems. The
review is structured as follows: Section 2 presents
an overview of experimental tools available for coher-
ent control experiments, from laser sources to phase-
control systems and methods of registration. Section
3 presents a summary of control experiments with
narrow bandwidth lasers. Section 4 presents a sum-
mary of experiments with femtosecond pulses, in
which we include one- and two-pulse methods, in-
volving timing and phase changes for coherent con-



1816 Chemical Reviews, 2004, Vol. 104, No. 4

trol. Section 5 presents a summary of experiments,
based on FWM, that take advantage of optical as well
as molecular coherence to control the signal that is
observed. Section 6 is reserved for a review on
particular challenges in the field of coherent control,
foremost among these concerns is control of chemical
reactions. We discuss separately some of the aspects
that have prevented laser control of chemical reac-
tions, such as coherence dephasing and energy re-
distribution. In conclusion, Section 7 covers some of
the future applications that are likely to derive from
the field of coherent control.

2. Experimental Methods

Here, we give a brief presentation of some of the
most modern experimental instruments for coherent
control. We emphasize the experimental require-
ments for coherent control studies. Particular atten-
tion is placed on phase locking of different beams.
Femtosecond sources are discussed more fully, al-
though a number of systems are already commer-
cially available. We outline the most important
characteristics that should be considered when plan-
ning coherent control experiments with these sources.
The attention to detail and didactic style of this
section is intended to highlight the importance of
studies in coherent control where all the relevant
parameters, such as laser pulse characteristics, need
to be accurately and thoroughly determined. We have
also included a section on very advanced laser
systems that are not commercially available but, we
believe, could play an important role in coherent
control in the future.

2.1. Laser Sources
2.1.1. Nanosecond and CW Laser Sources

Various narrow bandwidth laser sources are com-
mercially available. These laser systems range from
very small laser diodes to very large excimer-pumped
dye lasers. Coherent control schemes based on nar-
row bandwidth sources depend on tunability, fre-
guency stability, and intensity stability. Solid-state
diode lasers provide the highest stability and resolu-
tion. They also provide limited tunability over specific
regions in the spectrum. For coherent control schemes
that entail multiphoton excitation, high-peak intensi-
ties are required; continuous wave diode lasers are
not suitable for those applications. Pulsed YAG or
excimer nanosecond laser sources are employed
directly or as pumps of tunable laser sources that are
then used in those coherent control experiments.

Long-range wavelength tunability in nanosecond
systems is presently achieved with dye lasers or with
the more modern solid-state optical parametric oscil-
lator. The more advanced systems include active
stabilization of the frequency and can provide milli-
joule pulses at the desired frequency.

A number of coherent control experiments require
the phase-stabilized combination of two different
laser pulses. In general, these experiments include
the fundamental frequency wo, and its second or third
harmonic with frequency 2w or 3wy, respectively.
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This combination can be easily achieved by having
both the fundamental and its harmonic propagating
collinearly into the experimental setup. For improved
phase stability, the fundamental and its harmonic
are not separated into different optical paths. Ad-
ditionally, the time delay introduced by the harmonic
generation crystal (~10 ps) is negligible compared to
the duration of the pulses (~1—10 ns). In the beam
path, a gas cell is used to introduce a frequency-
dependent time delay. This delay can be accom-
plished by regulating the pressure in the cell. The
wavelength-dependent refractive index of the gas
provides a delay between the two incident beams that
varies linearly with pressure. For example, a 27
phase delay between wo (336 nm) and 3w (112 nm)
required a pressure difference of 0.51 4+ 0.02 Torr or
0.43 £ 0.01 Torr in a 46-cm cell filled with H; or Ar,
respectively.3” The experimental implementation of
this type of phase delay has been shown to provide
excellent phase stability.3’

2.1.2. Femtosecond Laser Sources

Femtosecond laser sources with a wide range of
parameters are commercially available from a num-
ber of companies. The majority of the models utilize
the titanium sapphire laser medium. Their pulses,
centered at 800 nm, have durations that range from
20 to 200 fs and their pulse energies range from 1
nJ to 1 J. Other femtosecond lasers available are
erbium-doped fiber lasers, used primarily for com-
munications because of their wavelengths at 1.5 um,
the chromium fosterite lasers with a wavelength
centered at 1.26 um, and the ytterbium doped lasers
with a wavelength centered at 1.04 um. The avail-
ability and long-term stability of these systems,
particularly that of Ti:Sapphire lasers, has permitted
the construction of very sophisticated equipment for
tuning, shaping, and characterizing their pulses.
Here, we focus on the most critical parameters
required for coherent control experiments.

For a review on the principles of ultrafast laser
pulse generation, the reader is referred to a number
of excellent and timely reviews in print.3-43 Here,
we concentrate only on the main characteristics that
are essential for coherent control experiments, namely,
pulse-to-pulse stability, pulse duration, coherence,
wavelength, and phase homogeneity. Pulse-to-pulse
stability limits the precision with which one can
estimate the effect of a particular control experiment.
Intensity variations have a detrimental effect on the
statistical evaluation of an experiment. For an nth-
order nonlinear optical experiment, the average value
obtained after N measurements on a signal, where
fluctuations are of magnitude 4o, is determined by
+noN~5, Given that most coherent control experi-
ments involve nonlinear excitation, it is important
to keep o as small as possible. Pulse duration is of
importance for two major reasons. For many experi-
ments, it is important to excite on a time scale that
is short with respect to the dynamics of the system.
Among the relevant dynamics, we mention rotational
(1-100 ps) and vibrational motion (10 fs—1 ps),
intramolecular energy randomization (0.5 ps — 1 ns),
electronic dephasing (10 fs — 10 ns), and bond
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cleavage or formation (50—500 fs). Pulse duration
also determines the bandwidth of the pulse, because
of the inverse relation between the two. Bandwidth
is important, because it determines what quantum-
mechanical states can become resonantly accessible
to the laser pulse at the one-photon level as well as
at the multiphoton excitation levels. This is of
particular importance at relatively low powers of
excitation. For high-power excitation, the electric
field interaction is very strong, and resonant excita-
tion becomes of secondary importance.

The coherence of the laser pulses is of great
importance. For continuous-wave lasers, one is con-
cerned with the coherence length, which is inversely
proportional to the bandwidth. When femtosecond
pulses are used for coherent control, the concern is
to what extent the phases of the different frequencies
in the bandwidth can be defined by a deterministic
function. For example, if the spectral phase can be
described by a quadratic function of the frequency,
an optical arrangement consisting of a pair of prisms
or gratings can be used to eliminate the phase
distortion and render a pulse in which all the fre-
quencies are in step. This parameter can be deter-
mined by finding the time-bandwidth product of the
pulse, i.e., the product between the full-width at half-
maximum (FWHM) of the pulse spectrum and pulse
duration, provided the pulses are not phase modu-
lated. This measurement, when made on pulses with
spectral and temporal profiles that resemble Gauss-
ian functions, and in the absence of phase distortions,
should approximate the transform limit Av At =
(2/7) In 2. The transform limit implies that all of the
frequencies in the bandwidth are in step, and the
pulse is as short as possible. Transform-limited (TL)
pulses are the ideal starting point for coherent control
experiments. With pulse shaping technology, it is
possible to prepare pulses with small phase distor-
tions when Atr/Arr. =~ 1.001. Non-TL pulses have
phase deformations that, in some cases, cannot be
compensated and could be detrimental in a coherent
control experiment. The center wavelength, or carrier
frequency, of the pulse is of importance for experi-
ments in which resonant excitation of a specific
transition is desired. Stability of the carrier frequency
and phase will be discussed in the next section.

Last, we need to address spatial homogeneity in
the laser pulse. It is quite common that a laser pulse
will emerge from a system with phase or frequency
inhomogeneities across the mode. This type of distor-
tion is very common in laser systems using prisms
for pulse compression. Frequency inhomogeneity
across the laser front can be detected by carefully
acquiring spectra at various positions across the
beam. If a frequency shift is detected, it implies that
the laser pulse is composed of a number of different
subpulses with different characteristics. This type of
distortion, known as spatial chirp, can be misleading
in coherent control experiments. The overall band-
width of these laser pulses is always greater than
the transform limit. This problem can be overlooked
if pulse characterization uses only a small portion of
the beam profile, for example, when an iris is used
as an aperture. Spatial chirp can usually be corrected
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by careful positioning of the prisms at their minimum
deflection angle in the oscillator and the pulse
compressor. Phase inhomogeneity, or front-phase
distortions, refers to spatial deformations of the
phase front. These distortions usually result from
defective optics, from having the laser reflect from
an edge of a dielectric mirror, or from faulty position-
ing of compression prisms. Front-phase deformations
are easiest to detect by interferometry. More on pulse
characterization is given in Section 2.5.

2.1.3. Advanced Laser Sources

So far, we have considered laser systems that are
commercially available or that require minor user
modifications. There are more advanced laser sources
available that require customized construction at
very large facilities. In the realm of facility laser
sources, we mention the Deutsches Elektronen Syn-
chrotron (DESY) laboratory in Hamburg and the
Stanford Linear Accelerator Center (SLAC) in Cali-
fornia. Both of these laboratories are partners in the
construction of free-electron laser sources producing
femtosecond X-ray laser beams. These facilities will
generate intense X-ray laser light ranging from
wavelengths of 10 nm down to 0.1 nm, with pulses
lasting just 50—500 fs. These sources provide wave-
lengths that are very difficult to obtain from tabletop
systems. It is hoped that the achieved brightness,
stability, and coherence will make them ideal for
coherent control experiments.

A second type of advanced laser source is the
carrier phase locked laser system. In this type of
laser, all the pulses have a fixed carrier frequency
and are phase locked with great stability.**~5 This
type of phase stability is most important for very
short pulses. In Figure 2, we show the calculated
electric field for 5.4-fs pulses from a titanium sap-
phire laser with a different common phase. For these
very short pulses, the phase is very important in
determining the maximum amplitude of the field.
Until recently, control of the common phase as shown
in Figure 2A,B was not possible. Synchronization and
phase-locking of separate femtosecond laser systems
have been demonstrated experimentally.*® The data
shown in Figure 2C present a pulse obtained from
the coherent addition of two pulses from different
femtosecond oscillators operating at slightly different
carrier frequencies.*® When the two lasers are not
phase locked or synchronized, the autocorrelation
shows the same interference pattern but a much
broader temporal envelope. Absolute phase stability
is also of great importance, if one wants to use
subsequent pulses from an oscillator for coherent
control. In a typical experiment, beam splitters are
used to produce synchronized laser pulses that can
be phase locked using actively controlled optical
paths.®® The pulses are typically separated by 10 ns,
yet they all have the same phase.

Another approach is to broaden the output pulses
to produce a broad spectrum that contains an octave,
for example, an 800 nm pulse that has some ampli-
tude at 532 nm and at 1064 nm. The 1064 nm light
is frequency doubled and interfered with 532 nm
light. Stabilizing the interference between these two
beams stabilizes the phase.*®
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Figure 2. Interferometric autocorrelation (calculated) for
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Second-order autocorrelation measurement of the combined
pulse. When two lasers are both synchronized and phase-
locked, the second-order autocorrelation data show the
pulse width is narrowed and pulse amplitude increased by
>20% (Reprinted with permission from ref 49. Copyright
2002 Springer-Verlag).

These sources can be used to achieve perfect
constructive interference. This aspect of perfect con-
structive interference has been shown to be useful
in the construction of an amplifier in which there is
no gain medium. The principle of operation depends
on the coherent addition of phase-locked pulses. This
principle can be used to synchronize pulses with
different carrier frequencies and may eventually be
used to produce sub-femtosecond pulses.} 35649 Phase
stabilization requires a means to detect the carrier
frequency and phase of the pulses.5>%2 This informa-
tion is used inside a feedback loop to control position-
ing devices inside the laser cavity. On the basis of
this idea, one can synchronize and phase lock fem-
tosecond pulses from one or more laser systems. In
Section 4.2, we discuss a number of experiments that
have implemented active phase locking for coherent
control.

2.2. Wavelength Tuning of Short Pulses

A number of nonlinear optical processes, such as
second harmonic generation (SHG), continuum gen-
eration, and noncollinear optical parametric ampli-
fication, are used to prepare ultrashort pulses at
different wavelengths. These nonlinear processes can
be strongly affected by the phase distortions on the
pulse. Here, we give some practical rules on fre-
guency conversion for coherent control experiments.
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crystal thickness) on pulse duration for four different

commonly used SHG crystals. Data for the plot were
obtained from www.eksma.lt.

Frequency doubling is one of the most common
methods used for obtaining femtosecond pulses at a
different wavelength; it also plays an important role
in phase characterization. Therefore, it deserves
special attention. The first and most important aspect
in frequency doubling is that the conversion efficiency
increases with the square of the thickness of the
doubling crystal.®35 However, the bandwidth over
which phase matching can be achieved decreases
with its thickness. This is because of phase—velocity
mismatch. For a monochromatic pulse, the mismatch
caused by the difference in the refractive indices of
the fundamental and the second harmonic is elimi-
nated by crystal orientation (phase-matching condi-
tion) to achieve (ne(2wo) — No(w o) = 0). For short
pulses it is impossible to eliminate the mismatch for
all spectral components within their broad band-
width.5* The interaction length over which SHG
conversion takes place is defined by L = t/dv, where
7 is the pulse duration and dv is the group—velocity
mismatch between the fundamental (vf) and the
second harmonic (Vsye), given by |1/vs — 1/Vsys|. The
interaction length should be considered the maxi-
mum crystal thickness that can be used to avoid
temporal broadening and spectral narrowing of the
pulses. This parameter is plotted as a function of
pulse duration for some of the most common SHG
crystals in Figure 3. The interaction length depends
on the crystal and the incident wavelength; here, we
assume frequency doubling of 800-nm pulses. For-
tunately, the efficiency of SHG increases as the pulse
duration decreases, allowing for efficient SHG from
very short pulses, ~10 fs, with crystals that are only
20—50 um thick. For pulses that are shorter than 10
fs, there are additional parameters of concern, which
reduce the conversion efficiency of bluer wavelengths.
Baltuska et al. have studied SHG with single optical
cycle femtosecond pulses.>® They concluded that a 10
um thick BBO crystal, cut for Type | phase matching
at 700 nm, is a good compromise for frequency
doubling a 5-fs pulse centered at 800 nm.
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Figure 4. (A—E) Effect of phase modulation on the temporal intensity and second and third harmonic generation spectra
(calculated). The first column shows the spectrum of the pulse and the spectral phase (thick line) as a function of wavelength.
The second column shows the intensity of the field as a function of time for TL and shaped pulses (thick line). The third
and fourth columns show the second- and third-order nonlinear power spectrum of the laser for TL and shaped pulses
(thick line), respectively. (Reprinted with permission from ref 61. Copyright 2003 American Institute of Physics.)

Frequency doubling depends also on the spectral
phase of the pulses. It is important to note that, if
one desires phase modulated pulses at a frequency
that is to be obtained by frequency doubling, it is not
a good practice to modulate the phase prior to SHG.
The main reason for this is that the SHG spectrum
is intimately dependent on the spectral phase of the
fundamental. This dependence has been studied by
a number of groups.5®-%2 In general, phase modula-
tion can be expanded in a Taylor series given by

[

d"¢(w)

do"

o) =3 =

The first- and second-order terms affect the common
phase (important only in pulses with less than three
optical cycles) and the overall time delay. The second-
order term affects the intensity of the SHG that is

(1)

(w — wo)n

W=wq

detected, but it does not affect the spectrum of the
pulse. Higher-order terms do affect the spectrum of
the shaped pulse after SHG. The effect of specific
phase functions on the second- and third-order
nonlinear power spectrum of the pulse are illustrated
in the third and fourth columns of Figure 4, respec-
tively. The pronounced changes in the SHG and THG
spectra shown in Figure 4 highlight the importance
of accurate phase characterization for all experiments
involving multiphoton transitions. When phase modu-
lation is required at a wavelength that corresponds
to the second harmonic of the laser and it cannot be
easily accomplished with the available optics, then
phase modulation can be done on the fundamental,
and the fundamental can be upconverted by a second
TL pulse. One must take into account that the shaped
pulse can be several times longer than it was prior
to phase shaping, and the amplifying pulse intensity
should not vary considerably during this time. There-
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Figure 5. Calculated power spectra for 800-nm Gaussian
pulses with pulse duration equal to 2.7 fs (one optical cycle),
5.3 fs (two optical cycles), and 50 fs (19 optical cycles). In
addition to the fundamental spectrum (shaded), we show
the power spectra responsible for two-photon excitation
IE@(w)|?2 and three-photon excitation |[E@(w)|2. In the
spectral region between 0 and 1 fs~1, we show the rectifica-
tion spectrum responsible for Raman transitions. Notice
that single-cycle pulses can be used to excite transitions
anywhere in the spectrum.

fore, it is important that the second pulse be at least
10 times longer (and consequently narrower in
frequency) than the shaped pulse.

Noncollinear optical parametric amplification
(NOPA) is a method that has close similarities to
frequency doubling.53-% In NOPA, the seed pulse is
generated by continuum generation, and this pro-
vides a very wide spectrum that can be used to
produce extremely short pulses. The seed pulse is
amplified by a more intense pulse that overlaps the
seed pulse in the nonlinear optical crystal. The NOPA
has been used to produce pulses as short as 4 fs66-68
and has also been used to generate and amplify
shaped pulses.®®~7*

The need for wavelength tuning decreases with
pulse duration. A short laser pulse may induce linear
excitation and nonlinear processes such as two- and
three-photon excitation and Raman transitions. As
the bandwidth of the pulse increases, a wider range
of the spectrum can be accessed by the pulse by either
linear or nonlinear transitions. A typical amplified
titanium sapphire laser system produces 50-fs pulses
and is centered at 800 nm; this pulse has 19 optical
cycles within the FWHM and has a 20 nm spectral
width (312 cm™1) and covers only a small portion of
the electromagnetic spectrum between 0 and 12 500
cm™1. To understand how, through nonlinear transi-
tions, an ultrashort pulse can cover a wide range of
the electromagnetic spectrum, the reader is referred
to Figure 5, where multiple harmonics of the funda-
mental pulse are plotted. The laser pulses that can
be generated from an ultrashort pulse titanium
sapphire oscillator are 10 fs in duration and give five
times greater coverage with a concomitant advantage
for coherent control. For a titanium sapphire laser
pulse to have 100% overlap over the entire spectrum,
one would need single cycle, 2.67-fs pulses FWHM,
as shown in Figure 5. The shorter the pulses are the
greater the probability for nonlinear excitation and
the greater the overlap to a number of electronic
transitions. In principle, with a single optical cycle
pulse, one can reach any spectroscopic transition in
the spectrum. It is important for one to have the
means to enhance the desired transition while sup-
pressing the others. This goal is addressed in Section
2.4, and from this discussion the importance of pulse
duration for coherent control should be clear. Until
recently, most of the experiments in coherent control
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have used pulses that are more than 40 optical cycles
long FWHM, and only a few groups have used laser
pulses with significantly shorter pulses. In conclu-
sion, the flexibility afforded by ultrashort laser pulses
has yet to be harnessed by coherent control experi-
ments.

2.3. Methods of Registration

For every experiment in laser control, it is impor-
tant to determine the most appropriate method to
monitor progress. Some methods of registration offer
single-ion detection capabilities, others offer spectro-
scopic information that can be used to learn more
about the control pathway, and still others offer a
number of discrimination tactics that ensure only the
desired signal is analyzed without contamination.
Here, we will explore successful experiments in
control, using multiphoton-induced fluorescence, FWM,
and charged-particle detection.

2.3.1. Absorption and Fluorescence

Absorption and fluorescence are well-known spec-
troscopic methods that can play an important role
in probing the progress of control strategies. Absorp-
tion is difficult to measure due to the significant
background inherent in the measurement. In con-
densed phase samples, lock-in amplification can be
used to measure, with confidence, absorption on the
order of 10~ of the incident beam. Laser-induced
fluorescence is a much more sensitive method that
can detect signal from 10° molecules in the sample
region, and, with photon-counting equipment, even
from a single molecule. Dispersed fluorescence spec-
tra carry information about the final state (electronic,
vibrational, and rotational) of the molecules and has
played an important role in femtosecond pump—
probe experiments.

2.3.2. Four-Wave Mixing (CARS, CSRS, PE, and TG)

FWM methods implicate the coherent interaction
of three different waves to produce a fourth wave that
corresponds to the output. Because the interactions
must be phase coherent, these types of experiments
are advantageous for carrying out coherent control
experiments that involve sequences of pulses. In the
most general implementation, three separate laser
pulses impinge on the sample at different angles, as
shown in Figure 6. The signal emerges at the phase-
matching direction given by a linear superposition
of the wave vectors of the incident beams. FWM
experiments have the advantage that one can dis-
criminate the output signal in frequency, time, and
space. This leads to very clean signals that depend
on the input pulses and their phase.

There are a number of experimental setups for
carrying out FWM measurements. In Figure 6, we
show a number of such setups involving two or three
different laser pulses in a collinear, planar, or three-
dimensional arrangement. As mentioned above, the
signal beam, in FWM experiments, results from the
linear combination of the three incident waves.
Energy conservation requires that wo: = + w; +
w2 + ws. Similarly, momentum conservation requires
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Figure 6. Different geometries and phase-matching angles
for FWM experiments. (Reprinted with permission from ref
19. Copyright 2000 Wiley-VCH.)

that Koyt = £ ki = ko £ k3. The coherent addition of
the three waves results in third-harmonic generation,
a special case of FWM. In most cases, however, the
output corresponds to sums and differences. Each of
the cases receives a special name, even though they
arise from the same principle.

In general, the FWM methods are recognized by
their phase-matching condition as follows: when
Kout = ki — kz + k3, the measurements are recognized
as transient grating (TG) for off-resonance excitation
or virtual echo (VE) for resonance excitation, and
Kout = —ki1 + ky + k3 is known as photon echo (PE).
When pulses of different frequencies are used to
match Raman transitions, the measurements are
known as coherent Stokes Raman scattering (CSRS)
and coherent anti-Stokes Raman scattering (CARS).
Both of these methods follow the same phase-match-
ing conditions outlined above.

In FWM experiments, the input beams, as well as
the output signal, are coherent. For CARS and CSRS
experiments, it is possible to select the input wave-
lengths such that the output beam has a distinct
wavelength that can be isolated by dispersion. In
these cases, a spectrometer or a simple prism can be
used to isolate the signal beam. When the input
pulses are degenerate (same wavelength), it is im-
portant to use a setup that isolates the output beam
in space. This can be easily accomplished because of
the phase-matching condition. In Figure 6, we showed
some of the typical arrangements used in FWM. The
two most common arrangements are two-pulse FWM,
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where the directions for TG and PE are different, and
the forward-box geometry,”>7 where both TG and PE
coincide. The simplicity of the two-pulse setup is that
one of the pulses acts twice on the sample; however,
this reduces the number of controllable parameters.
In the forward-box geometry, one is able to control
the frequency and time for each of the pulses and,
with this control, the type of signal that is detected
at the phase-matching geometry.”7>

The advantage of FWM experiments over collinear
pump—probe experiments is that the signal is coher-
ent (similar to a laser beam) and corresponds to the
coherent interaction of three waves with the sample.
No active or passive locking of the phase among the
different input laser beams is required to maximize
coherence, nor is a lock-in amplifier required to filter
out the incoherent contributions to the signal. To
illustrate why the signal arises from the coherent
interaction of the incoming beams, we analyze a TG
experiment in detail. All the observations we make
for this case can be easily extended to the other pulse
sequences, because they are all based on the same
principle. In a TG experiment, the first two beams
cross at the sample and create an interference
grating. The spacing of the interference is given by
the crossing angle and the wavelength of the incom-
ing beams. This spacing d can be calculated using
formula d ~ Ala, where 4 is wavelength and a is a
small angle (radian) between the two beams. The
third beam, as it interacts with the transient grating
in the sample, undergoes Bragg diffraction and is
scattered toward the phase-matching angle where the
detector is placed. As indicated earlier, this coherent
interaction is achieved without the need for active
or passive phase locking of the three beams.

The position of the grating fringes in space depends
on the relative phase between the first two beams.
Changes in their relative phase affect the absolute
position in space of the grating, but the grating
characteristics are not changed. The third beam is
diffracted toward the phase-matching direction, which
is determined by the fringe spacing, not by the
position of the fringes in space. Note that the phase
of the signal beam is affected by the relative phase
of the other beams. Phase-sensitive detection of the
output beam requires phase locking of two pairs of
beams: the first two beams, and the third and fourth
beams. The fourth beam (also known as the local
oscillator) is used to analyze the phase and amplitude
of the coherent signal emission. Phase locking among
all four beams is not required. The Jonas group has
done very accurate phase sensitive detection of
FWM.76-7% In general, FWM experiments are ideal
for testing some coherent control strategies, because
the signal results exclusively from the coherent
interaction of the three beams with the sample.

2.3.3. lonization and Mass-Spectrometry

lon detection coupled to a time-of-flight mass
spectrometer (TOF-MS) can be used to provide mass
discrimination, an important advantage for experi-
ments in which breakage of different chemical bonds
produces different fragment ions. This detection
method is capable of single-particle sensitivity. Some
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of the most successful coherent control experiments
have taken advantage of the fact that TOF ion
detectors collect a number of ion masses concurrently,
providing the yield of different product ions resulting
from multiple dissociation pathways, every laser
pulse.

The TOF-MS has a few drawbacks that need to be
considered when designing a control experiment.
First, this method is best used under low-pressure
conditions (1078 Torr) typically achieved in molecular
beams. The method is not practical for liquid-phase
experiments. Second, the method requires ionization,
and unless the goal of the control target is to produce
a particular ion, and not a neutral molecule, the
ionization process itself can be misleading. Consider
an experiment in which selective bond cleavage (for
example ABC — AB + C) is desired. The ideal setup
would be able to detect the percent of desired
products over the total yield. By detecting only ions
(C*, for example), we lose information about the
neutral species. We also have no information on how
the fragment ions were formed. One would like to
think that the desired fragment ions were generated
by selective bond cleavage followed by prompt ioniza-
tion; however, fragment ions could be generated as
a result of fast ionization (ABC*") followed by frag-
mentation, a pathway that does not involve the
neutral species at all. However, there is a possibility
that fragment C was formed as a neutral species and
its ionization is phase dependent as well, further
complicating the observed solution.

To follow bond-selective cleavage, resulting in
neutral fragments, a very general ionization step is
needed after the interaction of the sample with the
laser field. For example, after the control laser field,
a VUV laser pulse could be used to monitor the total
yields of all species and to determine percent yield
of the desired product. It is important to note that
the TOF-MS provides only mass-over-charge infor-
mation about the products. For example, the signal
from O3+ would coincide with that of O,?* and that
of O*". No information is revealed about the structure
of the ions that are collected, preventing one from
determining the bond-breakage pattern that leads to
a specific mass-over-charge signal, or the atom—atom
connectivity, which could be useful in establishing
the structure of the product.

There are other more subtle shortcomings of the
TOF-MS when used for coherent control experiments.
One of the most important is the intensity gradient
near the focus of the beam and the dependence of
multiphoton ionization on the intensity of the laser.
In Figure 7, we show regions of equal intensity near
the focus of a perfect Gaussian beam. The lines are
drawn for every 10% change in the intensity of light.
Under strong field excitation, the sample molecules,
dispersed in different regions, will yield different
signal ions because of the changes in the local
intensity. Avoiding such intensity differences re-
quires no focusing or mild focusing of the beam and
the use of a top-hat spatial mode with a flat intensity
distribution instead of a Gaussian transverse mode.
Intensity changes in the ion detection chamber can
be reduced with a slit that limits the passage of ions
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Figure 7. Spatial intensity variations near the focal region
during multiphoton ionization experiments. Under high
intensities, different regions produce different product ions.

to those that come from a narrow region where the
laser is focused on the sample. Ideally, the sample is
introduced as a skimmed molecular beam and the
laser interrogates the sample at right-angle geom-
etry.

A number of different charge-particle detection
methods are more powerful than mass spectrometry.
Photoelectron spectroscopy, where the electron being
ejected during ionization is detected and its energy
is resolved, is one such powerful method. Photoelec-
tron spectroscopy has already been used in some
coherent control experiments.8-°2 In all cases, the
spectroscopic information provided by the method has
been essential for the proper interpretation of the
result. Coincidence ion-imaging methods, as intro-
duced by Continetti and Hayden,**~%" can provide
valuable information about photodissociation dynam-
ics. Their incorporation into coherent control experi-
ments would be a very powerful addition, and enable
better mechanistic interpretation of the results.

2.4. Pulse Shapers

One of the most important technical developments
in the field of coherent control is the pulse-shaping
apparatus.®-1% Qriginally introduced by Weiner,
Heritage and Nelson,%8194 the initial purpose of the
pulse shaper was to eliminate phase deformations in
the pulse to achieve TL pulses. Pulse shapers have
been reviewed elsewhere;!% here, we concentrate on
the most important experimental parameters for
laser control experiments.

In simple terms, the role of the pulse shaper is to
advance or retard individual frequencies within a
laser pulse. For example, in a TL pulse, all the
frequencies are locked and have a net zero retarda-
tion. In this case, the spectral phase is flat. The pulse
shaper can be used on a TL pulse to make some
frequencies arrive before others. In these general
terms, a pulse shaper can be defined by a number of
parameters: input bandwidth, frequency resolution,
and maximum retardance. The spectral resolution of
a pulse-shaper setup is determined at the Fourier
plane, where the pulse is resolved in the frequency
domain. The phase retardation must be calibrated
and checked for accuracy and reproducibility.

In Figure 8 we present the typical design of a pulse
shaper showing the 4f configuration.'® This arrange-
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Figure 8. (A) Schematic design of a 4f pulse shaper, using
diffraction gratings and spatial light modulator. (B) Wrap-
ping of optical phase: left, unwrapped phase; right, wrapped
phase. A spectral phase that enters from —x to 4z (left)
can be reproduced by a “folded” phase from —x to  (right).

ment is also known as the zero-dispersion compres-
sor. The main elements are dispersion gratings,
collimating lenses, and the phase-retardation unit,
which, in this case, is a liquid crystal spatial light
modulator (SLM). The SLM unit is located at the
Fourier plane of the shaper. As mentioned above, at
the Fourier plane, the pulses are spread into their
frequency components where each can be delayed
separately. Experimentally, spatial light modulators
have a finite resolution that is determined by the
number of individual liquid crystal elements (pixels)
and the optics that disperse the spectrum over the
SLM. The liquid crystal is birefringent; therefore,
depending on the polarization of the incoming light,
a voltage can introduce pure phase retardation or a
combination of phase retardation and polarization
rotation. Both types of SLM systems are used for
pulse shaping, as described below. For a laser pulse
centered at 800 nm and pulse duration of 20 fs, the
full spectrum spreads from 750 to 850 nm. If that
spectrum is spread over the central 100 pixels of a
128-pixel SLM, then the resolution is limited by the
SLM to ~1 nm per pixel. However, the optical setup
can further reduce the spectral resolution. The key
parameter for determining the optical resolution is
the focal spot size that is projected by the lens across
the SLM. A typical setup, with an input beam 5 mm
in diameter, grating having 600 lines per millimeter,
and 300 mm focal length lens, projects a spot size of
60 um on the SLM. A typical SLM pulse shaper has
100 um-pixel width; seemingly, the lens choice is
correct. One should be careful of the thickness of the
SLM. The dual-mask SLM, for example, is very thick;
the spot size 10 mm away from the focus, in the
example above, is 170 um. The resulting value is
excessive, thus reducing the effective optical resolu-
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tion by almost a factor of 2. To preserve the spectral
resolution, one must use a different optical arrange-
ment with greater confocal parameter. Using a 500-
mm focal length lens, the diameter at the focus is
100 um, and 10 mm away is 108 um. This optical
setup would preserve the ~1 nm spectral resolution.

The input bandwidth of the shaper should be
sufficient to accommodate the bandwidth of the laser
pulses. Lenses are appropriate for shaping pulses 50
fs or longer; chromatic aberration prevents their use
for shaping shorter pulses. Grating pairs have been
used successfully to shape pulses as short as 20 fs,1%
but for shorter pulses gratings are too dispersive, and
it is advantageous to use a setup that is less disper-
sive. Prisms are about an order of magnitude less
dispersive than gratings and provide an excellent
alternative to gratings for shaping ultrashort pulses.
Prism pair compressors have been used down to sub-
10-fs pulses. 106

The frequency resolution of the pulse shaper is
determined by the number of pixels in the SLM, as
described above. Frequency resolution plays two
different roles. First, one can think of frequency
resolution in the time domain. Because of the Fourier
transform relation between spectral and time resolu-
tion, the higher the spectral resolution, the longer
the pulses that can be produced by the pulse shaper
and the higher the finesse with which one can control
narrow frequency resonances in the sample. This is
of particular importance for samples that have nar-
row resonances, like gas-phase systems. The fre-
guency resolution also plays a role in shaping ex-
periments that require broad and smooth phase
functions. If the pulse shaper has a limited number
of pixels, then the resolution is restricted and the
function is jagged. This limitation places unwanted
distortions in the spectral phase.

Pulse shapers are also defined by the maximum
retardance that can be introduced by the shaping
element. Typically, liquid crystal SLM systems pro-
vide retardance equal to 4s7. The systems that provide
the greatest retardance are those based on acousto-
optic modulators, capable of an order of magnitude
greater retardance. In theory, only 27 retardance is
required, because the phase can be folded (distributed
into separate 0—2 & segments) to produce any type
of total retardance (see Figure 8B). Experimentally,
folding the phase has two principal limitations. The
abrupt phase changes required for folding can intro-
duce additional unwanted modulation into the pulse,
and the finite resolution of the shaper prevents clean
phase jumps from one pixel to the next.

When the optical axis of the liquid crystal mask is
oriented at a 45° angle with respect to the polariza-
tion of the incident electric field, polarization rotation
is introduced in addition to retardance. When two
such SLM units are lapped back-to-back and in
opposite angles of rotation, and they are flanked by
input and output polarizers, one can control phase
and amplitude of the transmitted light.107-10% |n
Figure 9, we show how the double-mask SLM unit
works. A light incident from the left goes through a
polarizer and then transmits through the first liquid
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Figure 9. (A) Schematic of an SLM-256 (CRI, Inc.)
amplitude/phase mask. (B) The electric field's polarization
rotates in each of the liquid crystal masks in opposite
directions. (C) Experimentally measured transmission as
a function of voltage used for calibration of the SLM.

crystal plate, where it undergoes retardation and
polarization rotation (see Figure 9B). When the light
reaches the second liquid crystal plate, it undergoes
retardation, but this time polarization rotation takes
place in the opposite direction (see Figure 9B).
Finally, a second polarizer is used for amplitude
control. When the polarization is rotated away from
the incident, horizontal direction, it is attenuated by
the second polarizer. A rotation of 90 degrees results
in zero transmission. This polarization dependence
is very useful for calibration of the pulse shaper.
Ramping the voltage of one of the liquid crystal plates
while maintaining the other at a constant voltage
results in the transmission function, shown in Figure
9C, which can be used to accurately calibrate the
dependence of retardance on voltage. The total
retardation ¢ is determined experimentally taking
advantage of changes in the transmission given by

T = cos”[7(Ry(V) — Ry(V,))/A] (2)

where R(V) is the retardance as a function of voltage
introduced by each SLM unit. By fixing V. and
scanning Vi, one can measure T(V;) and calculate
R1(V1) (except for a constant). By measuring T(Vy)
while keeping Vi constant, one can obtain Ry(V2).
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Knowing Ri(Vi) and Rz(V.), one can calculate the
phase delay ¢ according to

¢ = w(Ry(Vy) + Ry(V,))/A) 3

It is possible to program the pulse shaper to provide
amplitude-only or phase-only pulse shaping, using
the formulas given above. Phase-control work with
sub-20-fs pulses requires that this type of calibration
be carried out as a function of the pixel (because the
index of refraction is wavelength dependent). This
can be accomplished by dispersing the output spec-
trum and obtaining a frequency-dependent calibra-
tion curve.

The Gerber,*97%12 Wiener,*'3 and Silberberg*
research groups have begun to explore removal of the
second polarizer to synthesize shaped pulses with
frequency-dependent polarization. These types of
laser pulses are expected to induce torques on
molecules that would, in turn, lead to more sophis-
ticated control of chemical processes such as enan-
tiomeric synthesis. No experimental results on this
subject have been reported so far.

A number of different pulse-shaping systems have
been successfully demonstrated. As we have indi-
cated above, the liquid crystal SLM?0.197.115 j5 gne of
the most popular. It is possible to implement a purely
reflective phase shaper using independently addres-
sable mirrors, instead of the SLM at the Fourier
plane. The deformable mirror setup consists of a
small number (typically 18) of electrostatically con-
trolled membrane mirrors.67116117 The deformable
mirror is placed at the Fourier plane. These units
have the advantage of a very small insertion loss, but
they cannot be used for amplitude control. Their
reduced number of optical elements further restricts
the types of phase functions that can be synthesized.

There are two different types of pulse shapers
based on acousto-optic modulators. One of the designs
uses an acousto-optic crystal that is placed at the
Fourier plane of a zero-dispersion compressor.118.119
A radio frequency wave is programmed and intro-
duced on the crystal. This wave induces changes in
the index of refraction. The input laser pulse refracts
and is phase shaped according to the stationary wave.
This type of pulse shaper has the advantage of not
being limited by the number of pixels; however, the
refraction efficiency can be lower than 50%. The
second type of acousto-optic pulse-shaper design
operates on a completely different principle. In this
setup, the pulse shaper is not at the Fourier plane.
Instead, a linearly chirped laser pulse propagates
through an acousto-optic programmable dispersive
filter (AOPDF), which uses a time-dependent acoustic
signal to control the group delay of the diffracted
optical pulse. Simultaneously, the spectral amplitude
of the diffracted optical pulse is driven by the acoustic
signal’s intensity. Therefore, the optical output, dif-
fracted by the transient acoustic wave, is a function
(convolution) of the optical input pulse and the
electrical signal corresponding to the programmed RF
pulse.’?0 Typical parameters of an AOPDF device
(2.5-cm long TeO; crystal) are a maximum diffraction
efficiency of 30%, a temporal resolution of 6.7 fs, and
a 3-ps group-delay range.*?® Compared to an SLM
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unit placed at the Fourier plane, the AOPDF has
lower efficiency and temporal resolution, but it has
orders-of-magnitude-greater group-delay range. Be-
ing able to introduce a large group delay can be useful
to delay a pulse in time. Alternatively, one can use
the large group delay to compensate or to introduce
very large phase deformations without the need for
other compensation optics such as prisms and chirped
mirrors. Recently, an AOPDF was programmed to
perform pulse characterization on the input pulse
according to the spectral phase interferometry direct
electric-field reconstruction method (see Section 2.5).12

Pulse-shaping technology is advancing at a very
fast pace. One of the most advanced systems to date
employs a reflective, two-dimensional SLM originally
designed for phase front compensation in atmo-
spheric imaging. These units are available com-
mercially with 640 x 480 and 1024 x 768 pixels.
Each pixel is electrically addressed using an image-
transmitting element to couple an optically addressed
parallel-aligned nematic liquid crystal spatial light
modulator (PAL-SLM). Itoh et al. demonstrated the
power of this type of pulse shaper first, with 70-fs
pulses.'?> Nelson’s group has constructed a pulse
shaper based on this type of system.%°* The units are
designed to blur the sharp edges of the pixels so that
pixelation is no longer noticeable. These SLM sys-
tems can be placed at the end of a 2f zero-dispersion
reflective compressor to build a pulse shaper. The
pixels can be binned vertically to achieve the same
results obtained with conventional one-dimensional
SLMs. More interestingly, these units can be used
for two-dimensional pulse shaping of surface polari-
tons_lOl—lOS

Last, we consider the accuracy with which phase
can be controlled by the pulse shaper. Control over
the retardance introduced by a certain pixel in the
SLM is determined by the voltage that causes align-
ment in the liquid crystal constituent. The voltage
control is extremely accurate; the key here is overall
differences between pixels (a device problem) and the
changes in retardance introduced by the difference
in optical frequencies that transmit through the
SLM. Both of these problems can be assessed by a
full calibration. For very short pulses, when differ-
ences in the frequency-dependent index of refraction
become significant, the location of the central wave-
length has to be maintained throughout the calibra-
tion and the experiments. The calibration should
include interferometric data for each pixel/wave-
length of the system. A computer program can be
written to carry out the calibration of the systems,
taking into account the transmission from each pixel
and frequency region.’?3124 Only with a well-cali-
brated pulse shaper can one carry out experiments
that require specific, user-defined, shaped pulses.

2.5. Phase Characterization

The most important step in laser control experi-
ments with shaped pulses is accurate phase charac-
terization of the pulse that interacts with the sample.
Strictly speaking, the phase of every frequency
component within the spectral bandwidth of the pulse
must be determined accurately. This information
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cannot be obtained from an autocorrelation of the
pulse or by determination of a time-bandwidth prod-
uct, as discussed earlier. Pulse characterization is
extremely important for experiments using a genetic
algorithm (GA) to find the spectral phase of the pulse
that interacts with the sample and optimizes a
specific target. Experiments that require specific
phase functions to achieve coherent control also
require very accurate phase characterization.

Presently, there are two types of units available
commercially that provide spectral phase character-
ization of laser pulses. These are second-harmonic
frequency-resolved optical gating (FROG) and spectral-
phase interferometry for direct electric-field recon-
struction (SPIDER). The FROG instruments have
been in use for years and have been described
thoroughly in a number of publications.*3125-142 Their
main advantage is their sensitivity, stability, and
ease of setup. However, SHG-FROG methods have
some ambiguities regarding the sign of phase distor-
tions and have certain accuracy limitations.

The SPIDER setup is much more complicated and
requires interferometric stability. The concept behind
this method is to take individual frequency compo-
nents of a replica pulse and to interfere them with
the original pulse.***~15 This process was made much
more practical when the reference frequencies were
replaced by a heavily chirped pulse.'#6-1% This method
is more accurate than FROG, but it obtains the phase
in 0—2 & segments that need to be pieced together.
Both FROG and SPIDER cannot determine ¢©(w) or
¢D(w), the absolute and first-order components of the
spectral phase as defined in eq 1. The SPIDER
method measures the change of phase, as a function
of frequency, and integrates to obtain the overall
phase across the pulse.'®151 The FROG method
measures a frequency and time-resolved autocorre-
lation and then attempts to simulate the resulting
two-dimensional data using a learning algorithm that
evaluates different phase and amplitude values on a
grid. The field amplitude and phase values that most
closely simulate the FROG trace are given as the
result. The two methods have been compared in the
literature.*>>1%¢ Both SPIDER and FROG data are
limited by the spatial and temporal overlap of beams
in the optical interferometers. For an in-depth dis-
cussion on established methods for femtosecond laser
pulse characterization, the readers are referred to
ref 43.

Attempts to merge pulse shaping and characteriza-
tion have either used a GA-controlled shaper to
optimize a nonlinear optical signal,57:69.115.116.157174 g
implemented time-domain interferometry with an
acousto-optic programmable filter 120121175 A newer
method, multiphoton intrapulse interference phase
scan (MI1PS),123124 takes advantage of the influence
that phase modulation has on the probability of
nonlinear optical processes at specific frequen-
cies.%6586061 The experimental setup for MIIPS is
straightforward, requiring only a thin SHG crystal
and a spectrometer, provided a pulse shaper is
already available. The method is not based on auto-
correlation, so no overlapping of beams in time or
space is required, nor is the tweaking of beam
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Figure 10. (A—F) Calculated Wigner distribution function, SHG-FROG, and MIIPS for pulses with different spectral
phase modulations.
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intensity and pointing to achieve symmetric scans.
A series of calibrated reference phase functions are
introduced, and the SHG spectrum resulting from
each one is collected. The two-dimensional data
(spectra vs phase parameter) contain enough infor-
mation for the complete and accurate phase retrieval.
Phase retrieval using MIIPS involves introduction
of reference phases given by f(A) = o cos(yA — 9),
where A is the detuning frequency from the funda-
mental wo, which, when scanned across the spectrum,
reduces or cancels phase distortions in one or more
regions of the spectrum. The MIIPS trace shows
features of maximum SHG signal that are observed
when phase distortions in @(A) = ¢(A) + f(A) are
minimized, where ¢(A) is the spectral phase of the
input pulse before the shaper and ¢(A) is the spectral
phase of the output pulse. By setting the second
derivative of the phase equal to zero, we obtain

¢"(A) =¢"(A) +1"(A)=0 (4)

Equation 4 gives the condition when the SHG
generated at frequency A has a maximum. Scanning
the parameter 6 in the reference function and col-
lecting the SHG spectrum for each value generates
the two-dimensional MIIPS trace from which one can
find the condition dmax(A) where the maximum SHG
signal is obtained. From these values, ¢(A) is deter-
mined by integration. For TL pulses ¢"(A) = 0, and
OTLmax IS given by

OrLmax(A) = YA £ 7/2 (5)

This implies that, in a MIIPS scan, TL pulses are
described by parallel diagonal lines separated by .
When ¢(A) is determined, the function —¢(A) is
programmed into the pulse shaper as a compensation
function to obtain TL pulses, ¢(A) = 0. If deviations
are still observed in a subsequent MIIPS, a second
or third iteration of measurement and compensation
are carried out. The goal is to introduce increasingly
fine compensation functions ¢(A) until TL pulses are
obtained according to

P(A) — {4'(A) + 0" (A)+ 9" (A)+..} 20 (6)

After two or three iterations, the accumulated phase,
according to eq 6, corresponds to the accurate phase
¢(A) across the spectrum in the original, uncorrected,
pulse.

In Figure 10, we illustrate the effect of spectral
phase on a 10-fs pulse centered at 800 nm. In all
cases, we give three different images. The top corre-
sponds to the Wigner representation,'’¢77 below that
we give the SHG-FROG, and below that we give the
MIIPS trace. The illustrations are given for TL pulses
(panel A). Notice that the Wigner representation and
the FROG trace show a circular pattern. The MIIPS
trace shows parallel lines separated by 7. In panel
B, we show pulses with a first-order phase delay of
10 fs. This delay can only be seen in the Wigner
representation and is not observed in SHG-FROG or
MIIPS. Figure 10C shows pulses with quadratic
phase distortion corresponding to linear chirp in the
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time domain. In this case, the SHG-FROG shows an
elongation in the time domain. The MIIPS trace
shows that the spacing between the parallel lines has
changed. Depending on the pair of lines that are
closer, one can determine the sign of the quadratic
phase, a parameter that is not determined by SHG-
FROG. Figure 10D shows pulses with cubic spectral
distortion. In this case, the angle of the features in
the MIIPS trace changes; depending on the sign of
the change in the angle one determines the sign of
the third-order phase deformation. The magnitude
of the change determines the magnitude of the third-
order phase deformation. SHG-FROG does not pro-
vide the sign of the cubic phase distortion directly.
In Figure 10E,F, we show the result from sinusoidal
and cosinusoidal phase modulation.

While the methods discussed here are quite ac-
curate in determining the spectral phase of femto-
second pulses, these methods are not capable of
retrieving an arbitrarily complex spectral phase
(especially one with discontinuities) that might result
from a coherent control experiment. This concern
arises from experiments in which the phase at each
pixel is allowed to change freely. Until a method
capable of accurate phase characterization of arbi-
trarily complex pulses is developed, one can use a
method such as MIIPS to first determine the condi-
tion for the pulse shaper when TL pulses are pro-
duced at the sample ¢(A) = 0. During an optimization
experiment, the phase of each pixel is allowed to vary,
resulting in the arbitrarily complex phase function
@eontrol(A) at the sample.

3. Coherent Control with Narrow Bandwidth
Lasers

3.1. Two-Wavelength Experiments

In the early days of laser control, it was thought
that monochromatic laser light would be sufficient
to cause selective bond cleavage by mode selective
overtone excitation by single or multiphoton excita-
tion processes.'’® Mode selective excitation, a strategy
that does not depend on coherence, has proven to be
successful only in systems with extremely slow in-
tramolecular vibration redistribution (IVR).17°18 Even-
tually, multiphoton excitation with narrow band-
width lasers was shown to yield the thermodynami-
cally favored pathway. These two strategies will not
be discussed further in this review.

The general goal behind coherent laser control with
two narrow bandwidth pulses is to provide two or
more excitation pathways from the initial to the final
state of an atom or molecule and to use interference
between them as the control parameter. In 1986,
Brumer and Shapiro proposed a scheme that closely
resembled Young's double-slit experiment.'8 In their
scheme, the probability of excitation of a laser transi-
tion is modulated by the relative phase between two
different laser pathways reaching that transition.
This control method is similar to the modified double-
slit experiment illustrated in Figure 1B, where the
phase of one pathway can be adjusted to control the
amount of light that reaches a static detector.
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Figure 11. (A) Schematic representation of the Brumer-
Shapiro coherent control approach. (B) Experimentally
measured modulation curves following excitation of deu-
terium iodide (DI), showing variations in the yield of
fragment ions DI and I*. (Reprinted with permission from
ref 209. Copyright 1997 The American Physical Society.)

The combination of a laser at frequency w, and its
second harmonic, at frequency 2w, has been used to
control the direction of photoinduced current®? and
the direction in which fragments are ejected.*®3

In 1991, Gordon’s group demonstrated coherent
control over the dissociation or ionization of deute-
rium iodide (DI). The experiment entailed excitation
above the ionization potential with two different laser
sources, the fundamental laser light, at frequency o,
and its third harmonic, at frequency 3w. Both excita-
tion sources deposited the same amount of energy in
the sample, one via one-photon and the other via
three-photon excitation. As the relative phase be-
tween the two laser fields was changed, it was found
that the probability of ionization or dissociation
changed. Gordon's experimental findings can be
interpreted in terms of two independent double-slit
experiments, one controlling the probability for ion-
ization and the other the probability for dissociation.
This interpretation can be deduced as follows: there
are two optically induced pathways to reach the
ionization state (see Figure 11a). The probability of
population transfer to the ionization state depends
on the square of the sum between the two pathways,
from which an interference term arises containing
the relative phase dionization.- Similarly, there are two
optical pathways connecting the ground state with
the dissociative state, and similarly a second inter-
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ference term dgissoc arises. When dionization = Odissoc, It
is possible to enhance one pathway while the other
is minimized (as shown in Figure 11). The difference
between Oionization @aNd Jgissoc 1S KNOwn as the phase
lag.'®* When ¢ is equal to 7, maximum contrast
between the two pathways can be achieved. The
value of 6 depends on the detuning of the incident
beams with respect to a particular resonance. In fact,
Gordon, Seideman, and co-workers have demon-
strated that the value of 6 can be used to obtain
valuable spectroscopic information regarding reso-
nance states imbedded in the ionization continuum
of molecules.185186

Experimental implementation of the Brumer-Sha-
piro control method has been found to yield modest
results. In the case of the DI experiment, the depth
of modulation found was ~20% (see Figure 11B). The
nearly 100% depth of modulation predicted by most
calculations is not realized experimentally. The
Brumer-Shapiro method requires narrow wavelength
excitation (long pulses or CW beams), because the
interference condition is fulfilled only at a specific
frequency. In Table 1, we list a number of experi-
mental studies based on the concept of narrow
bandwidth laser interference. The experiments are
divided into control over amplitude of excitation and
ionization (Table 1A),37:187-204 and control over chemi-
cal reaction branching ratio (Table 1B).190-205-210 From
these experiments, we learn that interference is one
of the most powerful processes available for achieving
coherent control. We also see that theoretical predic-
tions must take into account all relevant quantum
states of the system and the various degrees of
freedom, such as thermally averaged rotational popu-
lations, to more closely determine what is experi-
mentally possible.

3.2. The STIRAP Scheme

One of the principal goals in laser control is to
achieve 100% population transfer to a specific quan-
tum state. In a two-level system, the fast Rabi
oscillations induced by the electromagnetic field cycle
the population between the initial and final state.
With radio frequency, it is quite easy to design &
pulses that cause complete population transfer. In
the visible and ultraviolet range, the fast oscillations
of the field (10*—10'% s71) prevent one from achieving
100% excitation and restrict the excitation to the
average 50% over Rabi period. For multiple pulse
experiments, if each laser pulse can only achieve 50%
population transfer, then, after two pulses, the best
one can expect is a 25% yield. This limitation was
lifted with the demonstration of a method involving
the coherent interaction between two pulses and a
three-level system. The method, a stimulated transi-
tion induced by Raman adiabatic passage (STIRAP),
depends on a Raman-type transition that is induced
by the pair of pulses.’0?11-233 The concept for this
method is shown in Figure 12. The goal is to transfer
as much population as possible from level |[1> to level
|3>. Because level |2> is optically coupled to level
|1> and |3> and decays by spontaneous emission,
population in level |2> would lead to a loss in the
efficiency of population transfer. The tactic, therefore,
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Table 1. CW - Control over (A) Amplitude of
Excitation and lonization and (B) Chemical Reaction
Branching

(A) CW — Control over Amplitude of
Excitation and lonization
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Figure 12. (A) Optical scheme for the STIRAP experi-
ments. (B) Dependence of state population on the intensity
of the two laser pulses as a function of time. Note that the
population of state |20remains equal to zero at all times.

Table 2. STIRAP

method system refs
(w+tw+w)(Bw) Hg; 6s — 6p 187
(w+w)(2w) Kr; tunnel e~ 188
(wtwt+w)(Bw) Hg; 6s — 6p 189

(w+ow+w)(Bw) HCI; v' =0—Vv' — HCI* 37
(wt+w+w)(Bw) HCI; v' = 0 — v'— HCI* 190
(w+w+w)(Bw) CO; — COo* 190
(w+w)(2w) Ru; —e~ 191
(w+w+tw)(Bw) HCI; X — HCI” 192
(wtwt+w)(Bw) CO; X—B 192
(w+w)(2w) Krn—e~ 193
(w+w)(2w) NO; A—F—e~ 194
(wt+w+w)(Bw) H,S — H,ST/HSH/S 208
(wtwt+w)(Bw) CHGsl 195
(wtw+w)Bw) NH; 196
(wtw+w)(Bw) c-CgHs 196
(wtwt+w)(Bw) (CH3)2N2H; 196
(wt+ow+w)(Bw) N(CHz)s 196
(w+tw+w)Bw) N(CzHs)3 196
(wtwt+w)(Bw) CHGsl 196
(wtwt+w)(Bw) Hg; 6s — 6p — e~ 197
(wtwt+o+w)Bwt+w) Kr, Xe; 3s—5p —e~ 198
(w+w)(2w) Kr, Xe; n —e~ 199
(w1t w2)(watw) NO; A— E, H— NO* 200
(w1t w2)(watwi) Ba; 6s?> — 6s6p, 6s7p — e~ 201
(w1Fw2)(watw1) Ba; 6s> — 6s6p, 6s7p — e~ 202
(wtwt+w)(Bw) Ca; 4s4s — e~ 203
(w+w)(2w) Ru; —e~ 204
(w+w)(2w) IBr; — I(2P1/2)+Br(2P3/2)’ 558
(w1t w2)(watwi) BBO, crystal 559
(w+w)(2w) IBr; — I(2P1/2)+Br(2P3/2)‘ 558

(B) CW — Control over Chemical
Reaction Branching

method system refs
(w+w+w)(Bw) HCI; — HCIt/H* 190
(wtw+tw)(Bw) HI — HIT/T 205
(0+w)(2w) HD* —H + D*/H*+ D 206
(wt+o+w)Bw) CHsl — CH3z + I — I1/CH3" 207
(w+w+w)(Bw) HI — HIT/T 209
(w+w+w)(Bw) DI — DIM/1* 209
(w+w+w)(Bw) HI — HIT/1™ 210
(vtw+tw)(Bw) DI — DI*/1* 210

is to minimize the population at level |2> during the
experiment. The STIRAP method was found to
require a counterintuitive timing of the pulses,
whereby the pulse w3 arrives at the sample first, and
is followed by the pulse w1,. While the two fields are
on, the population is transferred to level |3>. Because
field w»3 turns off before w,; the population in |3>
cannot return to level |1>. The presence of both fields
directly couples the ground state and the final state
adiabatically.

This scheme has been used to achieve 100% popu-
lation transfer in atoms and diatomic molecules.
An extension of this method has been introduced
recently where the two laser pulses are replaced by
a single, chirped pulse. In this case, also known as
CHIRAP, the higher frequencies arrive before the
lower ones, achieving the STIRAP effect by using only
a single laser pulse.216:217.227.228233 This scheme has
been expanded theoretically for selective control of
population transfer involving four or more states.
These more-complicated schemes have not yet been

method system refs
cw, RAP NHg3; one photon; pop inversion 211
cw, RAP NHs; two photon; pop inversion 212
cw STIRAP Naz; Xv0 — Av7 — Xvb 213
cw STIRAP Nag; X —A— X 214
cW STIRAP  CyHy; v4s(413) — v7(505) — v740(514) 215
ps CHIRAP I; X—B—X 216
ps CHIRAP  Na: 3s—3p —5s 217
cw STIRAP Nag; X —A— X 218
fs STIRAP Ru; 5s — 5p — 5d 219
ns STIRAP NO; v0 — v6 220
ps STIRAP Na 3s — 5s — 3p 221
ps STIRAP I; X—B—X 221
ps STIRAP pentacene/p-terphenyl crystal 221
ns STIRAP CGHs; So_’ Sl i So 222
ns STIRAP CeHe; 80004’ 8161 i 8062 223
cw STIRAP Nay; vibrational excitation 224
ns STIRAP SO,; (000) — (910) 225
cw STIRAP Ne; 3Py — 3P1— 3P, 226
ps CHIRAP Cs; 20p — 26p — 50p 227
ps CHIRAP NO; vO0 — v3 228
ns STIRAP NO; v0 — v6 229
cw STIRAP Ne; 3Py — 3P; — 3P, 10
ns STIRAP NO; v0 — v6 10
cw STIRAP Ne; 3Py — 3P; — 3P, 230
cw STIRAP Nay; vO0 — v25 231
ns STIRAP Ky; X—B— X 232
fs CHIRAP Rb; 5s — 5p — 5d 233

realized experimentally. In Table 2, we list a number
of experimental studies based on the STIRAP con-
cept.10211-233 These experiments range from single
atoms to polyatomic molecules and from continuous
wave lasers to chirped femtosecond laser pulses. The
STIRAP concept is very powerful. Its only limi-
tation appears to be the requirement of sharp
resonances in the spectrum of the sample to be
controlled.
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Figure 13. Schematic representation of the pump—dump
experiments. The dump pulse can be timed to catch the
wave packet at point (a) to produce A + BC, or at point (b)
to produce AB + C.

4. Coherent Control with Femtosecond Pulses

4.1. The Pump—Probe and The Pump—Dump
Methods

In 1980, once it was realized that energy in the
molecules becomes delocalized by IVR, Zewail pro-
posed that selective bond excitation for controlling
chemical reactions would require the use of short
laser pulses to compete with IVR.?** Short pulse
excitation leads to the formation of wave packets
whose motion can remain relatively localized for
picoseconds or nanoseconds in liquid or gas-phase
environments, respectively.?®5-250 \Wave packet local-
ization was exploited for probing chemical reaction
dynamics in the Zewail group, as well as in other
groups.?®1-25% At approximately the same time, the
concept of pump—dump was introduced by Tannor
and Rice for controlling the outcome of chemical
reactions.?60-262 The localized wave packet formed by
the femtosecond pump pulse explores different re-
gions of the potential energy surface and permits a
second short pulse to “dump” the excitation and leave
the wave packet in a specific region on the ground-
state potential from which the desired product is
obtained (as shown in Figure 13). This time-depend-
ent sensitivity, which depends only on the vibrational
coherence but not on the phase coherence between
the two laser pulses, has been used in many pump—
probe experiments to follow the evolution of wave
packets.?63

We illustrate how wave packet motion can be used
to access two different electronic states with a 1990
experiment from Zewail's group on diatomic molec-
ular iodine.?%* The relevant potential energy curves
are shown in Figure 14A. The pump pulse (50 fs in
duration and centered at 620 nm) prepares a local-
ized wave packet in the B state, and the wave packet
oscillates in the anharmonic well. The probe pulse
(50 fs in duration and centered at 620 nm) promotes

Dantus and Lozovoy

Lo —
sso00f ) ]
so000 [ F 0tu(1x) b
45000 [ /
“00001 b otu(lz)
i ST
25000 [ ]
20000t B 0*u3m) |
15000 [ r’/”—T
10000 - m

5000 | h
ol ]
-5000 P S RN S
20 25 3.0 35 40 45 50
B) R@A)

1-photon/2-photon: B 0+u(3M) state

out-of-phase
(outer turning point)

in-phase
(nnet turning point)

Delay Time

Figure 14. (A) Potential energy curves and optical path-
ways for multiphoton excitation of gas-phase I,. (B) Ex-
perimentally recorded transients obtained by collecting
fluorescence from the F or the D ion pair states. The
dynamics correspond to the vibrational period in the B
state. (Reprinted with permission from ref 264. Copyright
1990 Elsevier B. V.)

the wave packet to the D or F excited ion-pair states
by two-photon excitation. Notice that the transition
probability to either of the ion-pair states depends
on the location of the wave packet (see Figure 14A).
Transitions to the D state are favored when the wave
packet is at the inner turning point, while transitions
to the F state are favored when the wave packet is
at the outer turning point. This dependence is shown
in Figure 14B, where out-of-phase vibrations are
observed when detecting the D—X or F—X fluores-
cence as a function of time delay between the pump
and probe pulses.

We have not included a table to summarize all
experiments based on pump—dump or pump—probe,
where the time delay between pump and probe beams
is the variable that “controls” the outcome. The
reason for this omission is that many pump—probe
experiments depend on the time-dependent wave
packet motion for probing the molecular dynamics
of the system; however, only in a few cases particular
emphasis has been placed on using the time delay to
control the preparation of different products and to
cast the experiment in the language of control.
Baumert et al. demonstrated in 1991 how the time
delay between pump and probe lasers could be used
to control the production of Na,™ and Na*.2%> When
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Figure 15. Interference of light from a thin film with
refractive index n.

the wave packet visited the inner turning point, the
probe laser produced Na,™; when the wave packet
visited the outer turning point, Na® was produced.

When pump and probe beams have different wave-
lengths (no spectral overlap), the relative optical
phase between the pump and probe beams plays no
role. There is no need or advantage gained by locking
the phase between pump and probe pulses. Each of
the electric fields induces a population with partial
molecular coherence but no coherence with the opti-
cal field. Methods that achieve coherent control by
phase locking the two incoming fields are discussed
in Section 4.2.

Here, we remark that impulsive excitation leads
to the formation of coherent wave packet dynamics
in all samples from single atoms to large biomolecules
and crystals. A second, short pulse can interact with
the system at different times during the coherent
motion thereby controlling the final state that is
reached. This is an extremely powerful method with
few limitations. This method has played an important
role since microsecond light flashes were available,
and will probably play an important role in sub-
femtosecond (attosecond) experiments.

4.2. Linear Intensity Dependence Control

4.2.1. Interferometry of Laser Pulses and Wave Packets

Although Young's double-slit experiment has been
credited with the demonstration that light has wave
properties, the linear interference of light had been
known by Newton. This type of interference can be
observed in everyday objects such as the colors
observed on the surface of an oily puddle in the street,
the colors in the surface of a soap bubble, or the
bright colors in the wings of a butterfly. All of these
are the manifestation of linear interference. The
textbook explanation for the colors observed in these
everyday examples is simple. One or more layers
have a distinct refractive index. As light propagates
through a film with an index of refraction n (see
Figure 15), a small portion is reflected from the front
and back surfaces. The reflected light from the back
surface is delayed by a time that is proportional to
the phase velocity of the particular wavelength and
twice the thickness L of the layer. The delay can give
rise to constructive or destructive interference for
each particular wavelength, resulting in vivid color
patterns.
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Table 3. Phase-Locked Pumps

method system refs
ns 2 locked pumps, LIF Na, 3?S — 42D, gas 266
ns N locked pumps, LIF Na, 3S — 58S, gas 267
ns, 4 locked pumps, LIF I,, X—B 268
fs, 2 locked pumps, LIF lI; X — B, gas 269
fs, 2 locked pumps, LIF lI,; X— B, gas 50
fs, 2 locked pumps, LIF I;; X — B, gas 270
fs, 2 locked pumps, ion probe K, 3d — 12—18f, gas 271
fs, 2 locked pumps, LIF I;; X — B, solution 272
fs, 2 locked pumps, ion probe Cs,, X — B, beam 273

ps, 2 locked pumps, ion probe K, n(Ry) = 66, beam 274
ps, 2 locked pumps, ion probe K, n(Ry) = 66, beam 275
fs, 2 locked pumps, ion~ probe Cs, 6s — 7d, beam 276
fs, 2 locked pumps, LIF Cs, 6S — 8S, gas 277
ps, 2,3 locked pumps, K, n(Ry) = 66, beam 278

ion probe
fs, 2 locked pumps, ion probe Cs,, X — B, beam 279
fs, 2 locked pumps, ion probe K, 4s — 4p, beam 280
fs, 2 locked pumps, ion probe Cs, 6s — 7d, beam 280
fs, 2 locked pumps, AlGaAs, crystal 281
transmission probe
fs, 2 locked pumps, ion probe K, 4s — 4p, beam 282
fs, 2 locked pumps, ion probe K, 4s — 4p, beam 283
fs, 2 locked pumps, e~ probe  Ca, 4s — ns, beam 85
fs, 2 locked pumps, ion probe K, 4s —5p 284
fs, 2 locked pumps, ion probe Ca, 4s — ns, beam 84
fs, 2 locked THz pumps, Rb, — n40, gas 285
e~ probe
fs, 2 locked pumps, ion probe Ca, 4s — ns, beam 83
fs, 2 locked pumps, e~ probe K, 4s—4p —e~, beam 286
fs, 2 locked pumps, e~ probe  Nay, gas 81

ps, 2 locked pumps, Xe, 6p — n = 30-50, 332
field ionization beam
fs, 2 locked pumps, LIF probe Rb, 5s — 5p(3/2,1/2), gas 287
ps, 2 locked pumps, Xe, 6p — n = 30-50, 333
field ionization beam
ps, 2 locked pumps, NO, n = 30—-40, p(0) 334
field ionization or f(2), beam
fs, 2 locked pumps, e~ probe  K,4s—4p —e~,beam 80
Fs, 2 locked pumps, LIF probe Hg—Ar, X — 560
A(v = 3,4,5)
— E, jet

There are a number of coherent control ex-
periments based on the use of two phase-locked
pulses. These experiments are referenced in Table
3.50.8081,83-85266-287 Although most of these experi-
ments use short laser pulses, some use broad band-
width nanosecond pulses.?%626” The interpretation of
these experiments is as follows: the incident field
generates a coherent superposition of vibronic states
(a wave packet). The second pulse generates a second
superposition of vibronic states. Because the phase
between the two pulses is locked, certain states
within the two wave packets interfere, leading to
what is known as wave packet interference. The
resulting fluorescence from this type of experiment
reflects the interference experienced by the wave
packets. The first demonstration of this type of
experiment for coherent control was carried out by
Scherer et al.?®® They used lock-in amplification to
isolate the signal resulting from the constructive or
destructive interference. Their data clearly show
constructive (positive signal) and destructive (nega-
tive signal) interference, as shown in Figure 16.
When the phase-locking mechanism was turned off,
the very fast fluctuations in phase result in an
average signal that is subtracted by the lock-in
detection system.
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Phase-Locked Interferometric Pump-Probe
Transient Signal from lodine Vapor
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Figure 16. Phase-locked pump—probe signals detected
from iodine vapor at 300 K. Both pump and probe pulses
are centered at 611 nm with 65—70 fs duration. Fluores-
cence is detected at right angles as a function of time delay
between the pulses. Notice that the best signals come from
pump and probe pulses, which are phase locked and in-
phase. (Reprinted with permission from ref 269. Copyright
1990 American Institute of Physics.)

Qut-of-Phase

Fluorescence Signal Level

The setup was similar to a pump—probe experi-
ment, with a Mach-Zhender interferometer arrange-
ment used to provide the time delay between the two
pulses. The beams are recombined collinearly before
impinging on the gas-phase sample. Phase locking
required Scherer and co-workers to add a piezoelec-
tric actuator in one of the optical-delay mirrors to
adjust the time delay between the two pulses with
sub-femtosecond accuracy. The piezoelectric actuator
was under the control of a feedback servo loop that
monitored the phase difference between the two arms
of the interferometer. The researchers added a spec-
trometer to have better phase resolution at the
carrier frequency of the pulse. Using a spectrometer
to narrow the frequency bandwidth, they were able
to observe clear interference, even for delays that
were many times longer than the pulse duration.

Prior and Shapiro realized that there was no need
for complicated phase-locking equipment to carry out
interferometry experiments. They independently dem-
onstrated that similar results could be obtained when
they purposely introduced random phase fluctuations
in the optical delay between the two laser pulses.?8-2%1

Dantus and Lozovoy

These fluctuations caused sharp changes in the
signal because of constructive and destructive inter-
ference. By tracking the amplitude of the changes in
the signal, they were able to reproduce the type of
results observed by Scherer with a simpler setup.
This type of experiment became known as “coherence
observation by interference noise” or COIN spectros-
copy. It was realized that there was no need to use
femtosecond lasers for these types of experiments. All
that was needed was a source with broad bandwidth,
such as can be generated from a nanosecond pumped
dye laser without wavelength tuning optics. These
observations were preceded by similar studies in
nonlinear optics.?%22% Linear interferometry is also
used in Fourier transform infrared spectrometers.

Girard utilized an interferometer to follow the
time-resolved signal in a setup that had some
similarities to Scherer’s. Instead of phase locking the
pulses, Girard acquired the data with extremely
high temporal resolution. The resulting scans re-
vealed the constructive and destructive interference
at the frequency of the incoming laser pulses (2.67
fs).276,279,280,282.295 The most interesting part of this
work has been the comparison between one- and two-
photon excitation. For two-photon excitation, the
interference is observed at twice the frequency.?®*

There is a simpler interpretation for experiments
involving linear interference. As mentioned in Sec-
tions 2.1.2 and 2.1.3, femtosecond pulses are coherent
superpositions of electromagnetic waves of different
frequency. When a femtosecond pulse is analyzed
with a spectrometer, as the frequency resolution of
the spectrometer is increased, the portion of the pulse
that is detected increases in time duration. In fact,
the output of a femtosecond pulse oscillator can be
dispersed in a high-resolution spectrometer until the
individual longitudinal modes that make up the
femtosecond pulse can be individually resolved. It is
only when all the individual modes are phase-locked
that the femtosecond pulse is formed. On the basis
of this understanding, there is a simpler interpreta-
tion for linear interferometry experiments.

Wave packet interferometry experiments are car-
ried out with pairs of identical phase-locked femto-
second pulses. The time delay between the pulses is
several times longer than the pulse duration; hence,
they are considered by many to be noninteracting.
However, on the basis of the discussion above, and
because the pulses are identical, they share all their
frequency components. This implies that, for a given
time delay between the two pulses, one or more of
their frequency components undergoes destructive
interference. This condition is depicted in Figure 17,
where we show how the spectrum of a pair of pulses
changes as the delay between them is changed.
Notice that the distance between the nodes is deter-
mined by the ratio between the time delay and the
time duration of the pulses. The position of the nodes
can be fine-tuned by controlling the phase delay
within an optical cycle (2—3 fs). This interpretation
has also been given by Girard.?®

Linear interference experiments are much easier
to carry out in gas-phase samples, containing very
sharp transitions, usually of atoms and diatomics.
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Figure 17. Calculated spectral interference obtained when
two pulses of duration 7 are separated by a time delay 67
and have a phase difference of d¢. Notice that in the first
panel, both pulses interfere constructively. In subsequent
panels, destructive interference produces nodes. The num-
ber of nodes is controlled by dz, and their position is
controlled by d¢.

Similar results can be achieved for larger molecules,
even in condensed phase, if the time delay between
the two pulses and their pulse duration is reduced
considerably. For example, in Figure 17, we show the
spectrum of a pair of 10-fs pulses as a function of
time. It is clear that large changes in the spectrum
can be achieved by controlling the linear interference,
and these changes can be used for controlled excita-
tion. Strictly speaking, linear interferometry depends
on the amplitude modulation of the spectrum of the
incoming laser caused by interference. The frequency-
resolved picture explains why these experiments can
be carried out with an incoherent light source.

In conclusion, the spectrum of a pair of phase-
locked femtosecond pulses is different from the
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spectrum of a single pulse; it is modulated by linear
interference. On the basis of this observation, experi-
ments based on wave packet interferometry and
COIN spectroscopy measure the absorption spectrum
of the sample.

Interference between two incoherent broad-band-
width sources has been used to develop a very power-
ful method for Raman spectroscopy.?6-3%° The method,
known as noisy CRS spectroscopy, or I@CRS, is
carried out with three beams (two are incoherent and
broad bandwidth and the third is narrow bandwidth)
in a forward-box arrangement similar to that used
for FWM experiments (see Figure 6). Raman transi-
tions are induced by a narrow bandwidth laser pulse
and one of the broad bandwidth lasers. Scattering
in the phase-matching direction carries the Stokes
signal. The main advantage of this setup is that the
interference occurs at the center wavelengths where
the Raman transition takes place; therefore, in the
time domain, slow oscillations (picosecond) near the
Raman transition correspond to the signal of interest.
This is in contrast to Fourier transform infrared
spectroscopy or selective excitation Raman active
transitions, where oscillations in the time domain
occur in the picosecond time scale.3%! This effect has
been interpreted as a down conversion of the vibra-
tional frequencies.®%? In these experiments, the in-
terference between the two incoherent broad-band-
width fields requires the interaction with the molecu-
lar system.

4.2.2. Wave Packet Manipulation

The spectral phase of a femtosecond pulse can be
used to manipulate the shape and evolution of a wave
packet. Upon excitation by a femtosecond pulse, the
wave packet that is formed can be described by the
following expression:

P(t) ~ znanexp(—iEnt/h +6,)In> (7)

where a, are the quantum amplitudes determined
by the transition from the ground to the nth excited
state, E, is the energy of the nth state, |n> is the
nth wave function in the excited state, and 6, is the
phase introduced by the pulse shaper. From eq 7, one
can ascertain that changes in 6, introduced by the
pulse shaper can manipulate the shape and time
evolution of the wave packet. The Wilson group
demonstrated this type of control experimentally with
wave packet focusing and other wave packet ma-
nipulations on diatomic iodine molecules.3%33% Ger-
ber’s group demonstrated that the single-pulse, mul-
tiphoton-ionization of Na, was strongly dependent on
the chirp of the laser pulse. Furthermore, they found
that the ionization of Na atoms using 618 nm laser
pulses was enhanced with negatively chirped pulses.
They explained that, for negatively chirped pulses,
the high-energy photons (closer to resonance at 589
nm to the p state) precede the lower-energy photons
responsible for the ionization. For positively chirped
pulses, the ionization of atomic sodium was not
observed.30¢

The early experiments concentrated on the use of
linear chirp, characterized by a frequency sweep
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Table 4. Chirped Pump
method

system refs

ps, chirped pump, e~ Rb, — n 25—30, beam 56

ps, chirped pump, e~ Rb, — n 25—30, beam 309
fs, chirped pump, absorption GaAs, crystal 310
ps, chirped pump, e~ Rb, — n 25—30, beam 311
ps, chirped pump, ion probe Rb, 5s — 5p — 5d, gas 312
fs, chirped pump, LIF probe LD690, Sp — Sy, solution 347

fs, chirped pump, LIF probe 1, X — B, gas 303
fs, chirped pump, LIF probe I, X — B, gas 304
fs, chirped pump, LIF probe 1, X — B, gas 313
fs, chirped pump, LIF probe LDS570, So— S;, 348
solution
fs, chirped pump, LIF probe I, X — B, gas 305
fs, chirped pump, LIF probe I, X — B, Kr matrix 305
fs, chirped pump, LIF probe Nal, Nal — Nal* — 314
Na* + I, gas
fs, chirped pump, ion probe  NO, vO — v5, beam 315
ps, 1 chirped pump, e~ Cs,np—n's—n's, 227
beam
fs, chirped pump, LIF probe bacteriorhodopsin, 349
So — S4, solution
fs, chirped pump, LIF probe GFP, IR125 solution 316
ps, chirped pump, absorption W(CO)e, v0 — v1,2, 317
solution
fs, chirped pump, LIF probe I, X — B, gas 318
fs, chirped pump, LIF probe 1, X — B, gas 319
fs, chirped excitation, NO, v0 — v3, beam 228
ion probe
fs, chirped pump, LIF probe CHjsl,, gas 320
fs, chirped pump, LIF probe 1, X — B, gas 321
fs, chirped pump, LIF probe I, X — B, gas 322
fs, chirped pump, LIF probe 1, X — B, solid Kr 323
fs, chirped pump, ion probe  NO, vO — v4, beam 324
fs, chirped pump, D,, N2, NO,, gas 325
birefringence probe
fs, chirped pump, D, N2, NO2, gas 326
birefringence probe
fs, chirped pump, LIF NH3, gas 327
fs, chirped pumps, LIF probe Rb, 5s —5p — 328
nd,n’s, gas

fs, chirped pump, LIF probe Rb, 5s—5p (3/2,1/2), gas 329

across the laser pulse. In a positively chirped pulse,
for example, the frequency sweeps from red to blue.
Femtosecond pulses acquire a positive chirp when
they propagate through water or glass. The measured
introduction of positive or negative chirp can be
accomplished by the use of prism or grating pairs.307.30%8
More sophisticated phase modulation required
the introduction of pulse shapers. Experimen-
tal demonstrations of wave packet manipulation,
using phase-modulated pulses, are listed in Table
4,56:227228,303-305309-329 Eor example, Bucksbaum’s group
has demonstrated Rydberg-state wave packet sculpt-
ing based on phase shaping.3°-334 |_eone has taken
this method one step further with relative control
over the phase of rotational and vibrational levels in
a diatomic molecule.®35733% |n Leone’s experiment,
they used a narrow bandwidth laser to excite a single
rovibrational state from which they could launch the
wave packets. This initial step served to circumvent
the initial thermal distribution. Lozovoy studied the
effect of chirp for pump-and-probe pulses on the
preparation and subsequent evolution of wave packet
dynamics of I, molecules.3®3%0 In principle, wave
packet manipulation can be used in combination with
the pump—dump scheme to improve the yield of a
particular chemical reaction. This approach was used
by Wilson to control the predissociation of Nal.3*

Dantus and Lozovoy

There is a number of studies that follow the
interference between resonant and nonresonant two-
photon transitions to a final state. Among these
studies, we mention the work of Silberberg, where
he demonstrated that TL pulses are not optimal to
cause two-photon excitation when an intermediate
state is resonant at the one-photon level. Leone has
taken advantage of the interference that takes place
between the resonant and the off-resonant pathways,
to observe a transient change in the phase between
two states in a coherent superposition.338:339.341-346

Coherent vibrational motion has been observed in
a number of pump—probe experiments on polyatomic
molecules in the gas and condensed phases. These
wave packet dynamics usually involve a small num-
ber of states, and the dynamics are quite regular
(quantum beats). In these cases, one can use the time
delay between pump and probe pulses for control
purposes, as discussed above. However, there are no
experiments where the superposition of states was
designed a priori, so that the subsequent motion of
the wave packet in the multidimensional state of the
poliatomic molecule can be predicted, and focused on
different dimensions or local modes. Here, we refer
to cases in which the dynamics involve several
different modes, and the time evolution is complex.
There is no fundamental impediment for this realiza-
tion. The experiments that come closest to controlling
wave packet motion in polyatomic molecules are
those that use chirp to determine the state (ground
or excited) where the wave packet is formed. Shank
and Wilson, independently, have shown that, for one-
photon transitions in large molecules, positively
chirped pulses lead to formation of a wave packet in
the excited state while negatively chirped pulses lead
to formation of a wave packet in the ground
state.316:322347-35 Experiments that attempt to control
the wave packet evolution in polyatomic molecules
would be valuable in teaching us about the flow of
energy in these complex systems.

4.2.3. Wave Packet Manipulation in Real Space

We have concentrated, so far, on coherent control
of intramolecular degrees of freedom, and we have
not paid attention to the spatial component of these
dynamics. Here, we discuss manipulation of mol-
ecules in real space. We start with rotational wave
packet manipulation; we then discuss control of the
position of wave packets in space.

In the previous section, we considered the impul-
sive interaction of an ultrashort pulse and the
emergence of a vibrational wave packet. Similarly,
we can consider the interaction of an ultrashort
linearly polarized laser pulse with a gas-phase mo-
lecular sample. Here, we concentrate on the emer-
gence of a rotational wave packet, aligned at time
zero with the polarization of the laser pulse and
evolving in time. The evolution of such a rotational
wave packet was demonstrated by Heritage et al. by
passing a pair of picosecond laser pulses through CS,
vapor.3% The most important observation was the
recurrence of the initial alignment with a period
equal to (1/4B), where B is the rotational constant of
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the molecule. For molecules with inversion sym-
metry, half recurrences or revivals are observed for
times equal to (1/8B).74357-361 The recurrent observa-
tion of rotational alignment has been used to develop
a spectroscopic method for the determination of
accurate rotational constants—this method is known
as rotational coherence spectroscopy.?46.248

A number of experiments have explored properties
in the laser field that may be used to manipulate
rotational wave packets. These experiments must be
divided into resonance and off-resonance excita-
tion. When the incident field is resonant, it is possible
to manipulate the phase of the light that excites a
particular rovibronic transition. This degree of fi-
nesse has been demonstrated by Leone’s research
group.335:336,338,339,344,362-365 The effect of different phase
modulation, for example, chirp, on the rotation of
diatomics has been explored by Sarkisov and Lozo-
voy.325

The interaction between a linearly polarized off-
resonance laser pulse with anisotropically polarizable
molecules leads to the observation of rotational wave
packet dynamics, as was first demonstrated for
CS,.%%6 One of the explanations for the initial align-
ment observed arising from the laser—molecule in-
teraction is that the electric field creates a potential
that acts on the polarized molecules.366367 This
interaction requires some time for the molecules to
align with the incident electric field. Demonstrations
of the laser-induced alignment technique using nano-
second pulses have been conducted by Kim and
Felker on large nonpolar molecules®83% and by
Stapelfeldt and co-workers on smaller molecules.370-372
When a femtosecond pulse interacts with the sample,
the long time of interaction required for the molecules
to align with the electric field is not available.
Alignment with femtosecond pulses can be under-
stood as resulting from an impulsive kick imparted
by the polarized laser.3”2 Posthumus et al. examined
the multiphoton dissociative ionization of H,, N, and
I, with 50-fs pulses and found that only H, and N
showed alignment characteristics.3* This observation
was confirmed when alignment experiments were
carried out on a series of halogen molecules. Heavier
molecules such as I; showed enhanced ionization but
not alignment. For lighter molecules, such as Cl, the
80-fs pulses were able to induce the desired align-
ment.®”> The Dantus group has demonstrated off-
resonance alignment of CS, molecules.?® In the
Dantus setup, two intense femtosecond beams gener-
ate a transient grating, and then a laser pulse is
diffracted from the grating to probe the degree of
alignment. The probe pulse arrives 76 ps after the
two alignment pulses, the time of the first rotational
recurrence. The molecules rotate field free during this
time. These experiments have demonstrated align-
ment; and, under the highest intensities, the linear
molecules have deformed, the S—C—S changing from
180 to 160 deg.20-376

There are a number of additional experiments in
the literature regarding alignment of molecules with
short laser pulses.®”” Rather than giving an exhaus-
tive list, here we concentrate on a single experiment
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Figure 18. (A) Time dependence of the carrier frequency
in the centrifuge pulse. (B) Distribution of ions observed
under strong chirped field excitation. (Reprinted with
permission from ref 378. Copyright 2000 American Physical
Society.)

where manipulation of a rotational wave packet led
to a chemical reaction. For this experiment, Corkum
and co-workers created an intense rotating electric
field for the molecules to follow, using an off-
resonance chirped circularly polarized pulse. As the
circularly polarized field rotated, the molecules ro-
tated faster and faster until the centrifugal force
overcame the chemical bond. The induced rotational
acceleration resulted in a molecular centrifuge.®’® In
Figure 18, we show a plot of the chirped electric field
used for the experiment. The bottom plot shows how,
as the intensity of the laser was increased, the
amount of CI* detected increased, resulting from the
centrifuge-induced dissociation. Control of the exter-
nal degrees of freedom of molecules beyond rotation
includes the manipulation of molecules in space. This
manipulation has been demonstrated in small, iso-
lated molecules,®”” as well as in large molecules in
solution using the laser intensity at its focus as
“tweezers” 3797382

Spatial manipulation has also been used to ma-
nipulate wave packets on the surface of materials.
The Nelson group has demonstrated the generation
of two-dimensional wave packets that are sculpted
by a two-dimensional pulse shaper.1°? The excitation
fields were directed toward distinct regions of a
crystalline sample. As the waves emanated from their
multiple origins, interferences among them resulted
in focusing or amplified wave fronts.1% These experi-
ments are the culmination of early efforts into the
manipulation and amplification of molecular motions
in solids for inducing a phase transformation.%:383
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Table 5. Shaped Pump Using GA
method

fs, shaped pump, LIF
fs, shaped CARS

system refs

IR125 — IR125%, solution 384
CCl,, CH30H, vibrations, 391

liquids
fs, shaped pump, AlGaAs crystal 412
probe transmit
fs, shaped pump, LIF probe Na, 3s — 3p, gas 387
fs, shaped pump, LIF probe Na, 3s — 5s,gas 387
fs, shaped pump, LIF DCM/Ru(dpb)s?*, solution 388
fs, Raman shaped, Raman, CFs, CO,, gas 392

CCly, CH30H, CgHe, CsDs, 393
COg,, vibr. liquids

fs, shaped pump, Raman

fs, shaped pump, DFWM Kz, molecular beam, 413
vibrations
fs, shaped pump, probe LIF Na, 3s — 5s, gas 389

fs, shaped pump, probe LIF Rb, 5S — 5P — 4D, gas 390
fs, shaped pump, ion probe Li;, X —A—E — X", gas 365

fs, shaped pump, LH,, SO — 414
probe absorp Car/(B800,B850),
solution

fs, Raman shaped, Raman  CCl,, CH30H, C¢Hs, CsDg, 26
COg,, vibr., liquids
fs, shaped CARS PDA, vibrations, crystal 394

fs, multiphoton shaped, LIF Ru(dpb)s(PFg)2, solution 415

4.3. Optimized Coherent Control and the Use of
Learning Algorithms

In 1997, the Wilson group implemented an experi-
mental setup in which a computer optimized the
phase and amplitude of femtosecond pulses, with the
goal of optimizing the measured experimental signal
in a closed loop.3®* This experimental setup, where
the apparatus learns to excite specific transitions
based on the success of each laser pulse, was the first
implementation of the scheme proposed in 1992 by
Judson and Rabitz.3 The Wilson group used an
amplified femtosecond laser system that was coupled
to a pulse shaper under the control of an evolutionary
learning algorithm, also known as GA.*8 The experi-
ment had the simple goal of optimizing the amount
of two-photon induced fluorescence observed by the
detector. For the first time, a computer program
using a GA was used to change individual phase and
amplitude parameters to optimize the excitation of
a molecule, without being guided by theory. The
computer program was guided only by the signal
amplitude, which it used to determine its progress.

During the same year, the groups of Silberberg'8
and Gerber!® demonstrated the use of adaptive pulse
shaping for pulse compression. The principle behind
these experiments was that TL pulses would gener-
ate the maximum SHG because they would have the
highest peak intensity. Soon after implementing the
pulse shaping methodology, Gerber’s group applied
it to control the branching of a chemical reaction in
a complex polyatomic molecule.38 Experiments using
pulse shapers controlled by GAs have been applied
for optimization of laser-induced fluorescence,384387-3%
stimulated Raman emission,?6:39173% high-harmonic
generation,392:395-3% y|trafast semiconductor switch-
ing,3% pulse propagation through optical fibers,00:401
and control of molecular dissociation and selective
bond breaking.386:402-411 Experiments aimed at control
of molecular excitation (not reaction), based on a

shaped laser pulse controlled by a GA, are referenced
in Table 5_26,365,384,3877394,4127415

Dantus and Lozovoy

Optimization Flowchart

Each individual The evolutionary algorithm evaluates

defines a pulse each individual, keeps the best and

shape generates new ones based on the
information learned.

@ Initial individuals
"

I Laser |—>l Shaper

. New Phase
Experiment Maps

Evaluate
Fitness

Generate

new Crossover }4—:

individuals Mutation ¢
1

Random !
__________ ]

Keep the best
individuals

Figure 19. Flowchart for phase optimization with a GA.

The experimental implementation of coherent con-
trol with GAs requires a computer program that
controls a pulse shaper and evaluates the experi-
mental signal. Most computer programs used for
coherent control are based on GAs with flowcharts
similar to the one shown in Figure 19. Assuming the
program controls the phase of 128 pixels in the SLM
of a pulse shaper, an individual is defined by a list
of 128 numbers (genes). The computer program
evaluates the experimental signal resulting from
excitation with 100 randomly generated phase func-
tions and picks the 10 individuals whose signals more
closely approach the target. The next generation of
pulses to be evaluated is generated by combining
attributes of the 10 best individuals. This is achieved
through the exchange of one or more genes (spectral
phases), by averaging, and by mutating them. Special
mutation operators are written in the code to change
the value or one or more genes. A number of new
randomly chosen genes are introduced, to ensure
global optimization. Once a pool of 100 new individu-
als is prepared, they are evaluated and the 10 best
are selected again. After a number of iterations, the
program converges toward the best solution. This
type of program, similar to the one used by Wilson38*
and Gerber’'s3® groups, is relatively easy to imple-
ment. More-advanced programs adapt their search
plan as the program evolves toward the best solution.
Bucksbaum and co-workers have implemented an
adaptive program in which the operators that control
the generation of new individuals change as the
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Figure 20. Optimization of the 27th harmonic, using a
GA. The spectra shown correspond to the signal before
(thick line) and after (thin line) optimization. (Reprinted
with permission from Nature (http://www.nature.com), ref
395. Copyright 2000 Nature Publishing Group.)

program converges toward the final solution.?® For
example, at the start of the search, individuals are
composed of randomly generated genes, and their
success is as good as any other guess; however, as
the program evolves, the individuals improve to the
point that they are much more efficient (more fit)
than those composed of randomly generated genes.
The computer program adapts the search algorithm,
reducing the number of randomly generated indi-
viduals and increasing the contribution of other
operators. Adaptive GAs have been shown to be very
efficient at finding solutions to multiple parameter
problems; however, one should be aware that this
method is prone to converging on local minima and
not on the global optimum solution.

The GA control method has two very appealing
qualities. On the experimental side, when imple-
mented properly, it is designed to explore a very
broad parameter space without constant participa-
tion of the experimentalist. From the scientific point
of view, the GA solution may contain a scheme that
has not been considered before, and, in effect, lead
to new methods for coherent control. GA, pulse-
shaping technology, and strong ultrashort pulses
make a very powerful combination of tools for explor-
ing coherent control of physicochemical processes.
The challenges related to these types of experiments
are quickly changing from questioning the ability to
exert control on a system to being able to understand
how the control was achieved. Efforts along these
lines are already in progress.

Recently, shaped femtosecond laser pulses were
used to optimize the high-harmonic (X-ray) emission.
In particular, the goal was to optimize the 27th
harmonic while minimizing other frequencies.®* The
GA-controlled pulse shaper was able to converge on
the desired goal (see Figure 20). High-harmonic
generation takes place when electrons are accelerated
by the electric field and allowed to scatter their excess
energy upon recollision with the nuclei. From this
classical point of view, the timing during which the
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electrons are accelerated determines the harmonic
that is generated. Phase modulation is then used to
match the sub-femtosecond timing of ionization and
recollision to select a specific harmonic.

The second example in this category concerns the
photodissociation of CpMn(CQO)s.4!! It was found that
enhancement of the yield of parent ion CpMn(CO)3"
was enhanced for an optimized field consisting of two
40-fs subpulses separated by 87 fs. Theoretical simu-
lation of the experiment combining ab initio calcula-
tions of the relevant potential energy surfaces dem-
onstrated that the excited state reached by the first
pulse evolves during the first 87 fs to a configuration
where maximum multiphoton ionization occurs. The
combination of experiments and theory was used to
unravel the optimized bond-selective photodissocia-
tion of polyatomic molecules. Unfortunately, it is
unclear how the 40-fs subpulses were formed by the
pulse shaper starting with 87-fs TL pulses with a 10
nm bandwidth. The channel that was optimized in
this study (the parent ion) should be enhanced by TL
pulses, when field ionization is maximized and can
be suppressed by any pulse shaping that lowers peak
intensity. Perhaps a more challenging pathway should
have been chosen for control. The autocorrelation of
the optimum pulses provided very limited informa-
tion about the spectral amplitude and phase of the
laser pulse. In the future, unraveling optimal control
should include complete laser pulse characterization
and control among pathways that are not optimized
by TL pulses.

In general, experimental limitations of the opti-
mum control scheme range from the purity of the
initial state due to temperature, homogeneous and
inhomogeneous dephasing, molecular orientations,
and inter and IVR. In addition, there are other
limitations imposed by the laser system. Among these
are laser intensity fluctuations due to noise, focusing
gradients at the sample, phase characterization,
available bandwidth, wavelength of the laser pulse,
and intensity of the laser pulse with respect to the
relevant physics. Among the challenges to be ad-
dressed, in future experiments, we mention the need
to determine if the GA has converged on the global
optimum solution or not. For a pulse shaper with N
pixels, one can generate (P*A)N different shaped
pulses, where P and A are the number of different
phases and amplitudes a pixel can take. If we assume
100 pixels, each taking 10 different amplitude values
and 100 different phase values, the number of dif-
ferent pulses is on the order of 103%. This number is
extremely large; therefore, while, in principle, the
field exists to achieve the desired laser—matter
outcome, finding the global optimum solution is a
great challenge, if not impossible. Realistically, in a
few days, an experiment can only sample 10° differ-
ently shaped pulses, limited primarily by the update
time of the shaper. The ability of finding the global
optimum with a GA is problem specific. The simplest
problems, such as optimization of SHG, can be solved
quickly because the global optimum is surrounded
by promising nearby solutions. The other extreme to
the simple case would be the “needle-in-a-haystack,”
for which no method is superior to random search
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without repetition. Reaching a global maximum will
in many cases require a reduction in the search space
down to a manageable range ~10%°.

Experimentalists using GAs have attempted to
reduce the search space by restricting the number
of active pixels, the type of phase functions that are
allowed, modulating phase and not amplitude, and
introducing phase functions with a reduced numbers
of parameters.38392414 For one-pulse experiments, the
periodic nature of electromagnetic waves results in
a great deal of redundancy in pulse shaping because
nonlinear optical processes do not depend on the
absolute phase or a linear variation of the spectral
phase. This equivalence can be expressed by ¢(w) <
¢(w) + a + bw, where a and b are constants. This
redundancy can be filtered out by programming a GA
that works on the second derivative of the phase. The
actual phase that is used in the SLM is obtained by
integration setting a = b = 0. Comstock et al. has
introduced a strategy for drastically reducing the
search space in an optimization experiment, where
amplitude is kept constant and spectral phase takes
only two values, 0 and x.1% With this approach,
binary phase shaping (BPS), when used on 128 active
pixels reduces the search space to 2128, If the problem
has 2-fold symmetry, for example, achieving two-
photon excitation at a specific narrow frequency
using a broad bandwidth femtosecond pulse, the final
search space is of size 10%°, a number that is at least
281 orders of magnitude smaller than would be
considered for arbitrary phase and amplitude pulse
shaping as discussed above. The resulting space is
small enough that a significant percent of possible
outcomes could be computed and a large portion
evaluated experimentally. A simple GA can quickly
converge toward significantly improved solutions.

BPS may have significant technological advan-
tages. Retardation equivalent to = is easy and fast
to obtain and calibrate. Permanently etched masks
can be made in advance and used for specific ap-
plications, such as selective two-photon microscopy.®?
Scanning the mask can yield two-photon excitation
spectra. Problems in laser control, especially those
dealing with two-photon transitions, are simplified
by BPS allowing direct analysis to propose rational
solutions, or using a GA to search for an optimum
solution. BPS has yet to be tested on problems that
are more complex.

New alternatives for pulse shaping equipment are
emerging now that researchers are finding the ex-
perimental advantages of controlling phase and
amplitude of femtosecond pulses. Pulse shapers can
now be constructed with a large number of pixels
(where 1024 is the present record). Different pulse
shapers, based on acousto-optic modulators, provide
very large retardation (exceeding 40 ) and are now
commercially available. A number of groups are
working on micro-electromechanical systems (MEMS)-
based shapers. The particular experimental require-
ments will determine the optimal parameters in the
pulse shaper that are better suited for a specific task.

4.4, Optimized Coherent Control by Design

Advancements in pulse shaping and laser technol-
ogy are allowing experimentalists to synthesize, with
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Figure 21. Control of two-photon processes with ampli-
tude and phase modulation. (A) Two-photon excitation of
Ru atoms with amplitude and phase shaped pulses. (Re-
printed with permission from ref 309. Copyright 1992
American Physical Society.) (B) Excitation probability of a
Cs atom two-photon transition, as a function of position,
for a step-function phase that is scanned across the
spectrum of the pulse. (Reprinted with permission from ref
418. Copyright 1999 American Physical Society.).

precision, pulses with specific characteristics. This
has led to a series of experiments that are considered,
here, as control by design. The premise of these
experiments is that the spectroscopy and the non-
linear interaction between the laser and the sample
are known. In these cases, we can design the electric
field to achieve the desired control optimally. This is
in contrast to experiments in which the GA is used
to optimize a process without knowledge of the field
or the spectroscopy. In this section, we discuss
experiments that are based on carefully controlled
phase and relatively weak fields (no saturation).
Some of the first experiments of coherent control
by design were aimed at controlling two-photon
transitions in isolated atoms. Broers and co-workers>®
realized, in 1992, that the spectral phase of a laser
pulse could be considered to be analogous to the
phase introduced by a Fresnel lens.2%° On the basis
of the Fresnel analogy, Broers and Noordam dem-
onstrated how amplitude modulation of linearly
chirped pulses could be used to control the two-
photon excitation of Rb atoms (see Figure 21A).56:309
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They also showed that they could use amplitude and
spectral phase to manipulate the SHG spectrum of
their laser pulses.*1® Control of the two-photon tran-
sitions in Cs atoms was achieved by Silberberg in
1998,417418 who demonstrated similar control using
phase-only modulation (see Figure 21B). Silberberg
explained this control mechanism in terms of con-
structive interference that could be achieved at a
specific frequency using a pulse shaper. Silberberg
showed that the method did not work for large
molecules in solution, because of their broad absorp-
tion spectrum.48

The explanation given by Broers, about focusing
the available bandwidth at a specific frequency,
necessitates starting with a heavily chirped pulse.
The probability for two-photon excitation without an
intermediate state is always maximized for TL
pulses. The probability of two-photon excitation at a
specific frequency is phase dependent; therefore,
phase modulation can only lower the intensity of light
at the specific frequency but cannot enhance it
compared to TL pulses.5860.61 Broers work correctly
described a theory that could be used to determine
regions in the two-photon excitation spectrum where
maximum (approaching TL) amplitude could be
achieved. The Dantus group realized that the spectral
phase modulated the probability for multiphoton
excitation at many different frequencies.° In the case
of isolated atoms with narrow absorption lines, it was
easy to find conditions under which constructive or
destructive interference could be identified. However,
control of large molecules in condensed phase, with
absorption bandwidths of hundreds of wavenumbers,
required very short pulses with very broad band-
width. In 2001, Walowicz et al. demonstrated coher-
ent control of two- and three-photon transitions in
large molecules in solution, using this principle.°

The multiphoton intrapulse interference (MII)
experiments can be understood based on the expla-
nation given in Section 2.5. about the dependence of
nonlinear optical transitions on the spectral phase
of the pulse. In general, TL pulses produce the
maximum probability for multiphoton transitions in
the absence of an intermediate state and saturation,
because all frequencies are in phase. However, TL
pulses induce indiscriminate excitation of all mol-
ecules. With M1, one is able to discriminate the order
of excitation (two- vs three-photon excitation, for
example) and the type of molecules that becomes
excited in a mixture.5%123 In principle, multiphoton
excitation with broad bandwidth femtosecond pulses
requires the combination of frequency components
(photons) to induce multiphoton excitation or non-
linear optical signals. The combination of these
photons depends on their phase, giving rise to
constructive and destructive interference. It is pos-
sible to calculate the power spectrum of a shaped
laser pulse centered at wo using MII. The power
spectrum has components near 2wo, 3wo, and higher.
These harmonics are responsible for multiphoton
excitation. The formula that can be used to calculate
the complex amplitude of the nth order nonlinear
power spectrum at a frequency n(A+w) is given by
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Figure 22. Schematic illustration of coherent control of
two-photon excitation, using MIl. Phase modulation changes
the power spectrum responsible for two-photon excitation.
Differences in the spectroscopy between atoms, small
molecules, and large molecules require different phase-
modulation parameters.

EMA) O f7, E"(t) exp{in(A + wp)t}dt  (8)

where A is a frequency detuning from the carrier
frequency wo.

Equation 8 can be used to predict second- or third-
harmonic generation spectra as well as n-photon
excitation probabilities. Noordam and Hacker have
used an analytical formula, applicable for two-photon
processes to predict changes in the SHG spectra of
the pulses with sinusoidal phase modulation.>® Equa-
tion 8 was used to generate the power spectra shown
in Figure 22. The goal of coherent control experi-
ments based on MII is to control a multiphoton
transition during the excitation process. This concept
is shown in Figure 22. Notice that, for atoms, the
condition is reduced to a single frequency. This case
was treated by Silberberg.3414° As the molecule
increases in complexity, the spectrum becomes
crowded, due to the large number of degrees of
freedom. When the molecule is placed in a solvent,
the surroundings lead to broadening of the absorption
lines, leading to continuous absorption bands. To
control such systems, it is important to have very
short pulses (because of their broad bandwidth) and
specially designed phase functions that lead to broad-
band power spectra near the harmonic frequency of
interest. The interference that results from MII is
especially useful in preventing multiphoton excitation
at specific frequencies, as discussed below.

The signal in MIl experiments depends on the
absorption spectrum of the molecule near the har-
monics of the incident field. For weak fields we obtain

s 0 7 g™(A)EM (@A) PdA 9)

where g™M(A) is n-photon absorption spectrum, and
[EM(A)|? is calculated from eq 8.

MII experiments have been proven to be very
robust, and amenable to simulation. The Dantus
group has demonstrated control over two- and three-
photon excitation of large molecules, including or-
ganic dyes and proteins in solution.’? For these
experiments, phase modulation functions were cho-
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Figure 23. One-, two-, and three-photon excitation of
macromolecules in solution (an IR-fluorescent dye, recom-
binant green fluorescent protein, and concanavalin A,
respectively) with phase-shaped femtosecond pulses. The
signal intensity versus phase function, defined by d (see
text), is unchanged for one-photon excitation, but changes
by a factor of 2.5 and >100 for two- and three-photon
excitation, respectively. (Reprinted with permission from
ref 60. Copyright 2002 American Chemical Society.).

sen, using the formula f(A) = o cos(yA — 6), where A
is the detuning frequency from the fundamental wo,
and is used to determine the probability for mul-
tiphoton excitation at n(wo + A). The maximum phase
modulation is controlled by a and is usually set
between 1 to 2 &. The periodicity of the phase
function is controlled by y. In general, y should be
similar to the inverse of the absorption bandwidth
that is being controlled, so long as the value is greater
or equal to the pulse duration. For isolated atoms and
small molecules, y can be much greater than the
pulse duration. The position of the phase function,
with respect to the carrier frequency of the pulse, is
determined by o, a parameter that is usually scanned
between 0 and 4 z. The experimental results, shown
in Figure 23, demonstrate control of two- and three-
photon transitions in macromolecules using MII.
Notice that, for first-order absorption and induced
fluorescence (see Figure 23A), phase modulation has
no effect. For two- and three-photon induced fluores-
cence, though, phase modulation has an important
effect (Figure 23B,C).

MII is very sensitive to changes in the nonlinear
absorption spectrum of the sample. This sensitivity
can be used to achieve selective excitation of mol-
ecules, depending on their immediate chemical en-
vironment. On the basis of this principle, the Dantus
group has demonstrated selective two-photon excita-
tion of molecules in different pH environments.123124
In their experiment, they used 8-hydroxypyrene-
1,3,6-trisulfonic acid (HPTS), a large organic mol-
ecule with unit fluorescence quantum yield. Because
the pK, of HPTS is 7.5, it is protonated in acidic
environments and deprotonated in alkaline environ-
ments. The state of protonation affects the absorption
spectrum of HPTS in the region corresponding to two-
photon excitation near 820 nm. These changes can
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Figure 24. pH-selective two-photon microscopy. The im-
ages show two-photon induced fluorescence from a sample
labeled with a pH-sensitive dye. Frame A shows fluores-
cence of the acidic (left side) and basic (right side) regions
of the sample, as obtained with TL pulses. Frames B and
C show images of the sample obtained with pulses opti-
mized for selective excitation in an acidic and in a basic
environment, respectively. The diagram below shows the
absorption spectrum of the dye in acidic and basic solution
(thick lines), and the square of the electric field for the
shaped laser pulses used to optimize selective excitation
(dashed and dotted lines). (Reprinted with permission from
ref 123. Copyright 2003 American Chemical Society.)

be used to cause selective pH-sensitive excitation,
using MII. The experiments, shown in Figure 24,
show a polymer that has been doped with HPTS. In
the polymer, there are two distinct regions, one cured
at pH 6 and one cured at pH 8. When 23-fs TL pulses
centered at 842 nm are used, both regions show two-
photon induced fluorescence. Using MII, one can
determine the required spectral phase modulation
that is required to selectively excite the acidic or the
alkaline regions.?3124 In the bottom of Figure 24, the
absorption spectra of the probe molecule, under
different pH conditions, are shown (thick line).
Because of the pronounced changes, MII can be used
to selectively excite multiphoton transitions at wave-
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Table 6. Shaped Pump

method system refs
ns, shaped pump, LIF I, X— B, gas 119
fs, shaped pump, a-perylene crystal 98

Raman scattering
ps, shaped pump, e~ Rb, — n 25—30, beam 309
ps, strong pump, ion probe  Na, 3s—7p, 3s—4p, beam 420
ps, strong pump, ion probe Na, 3s—7p, 3s—4p, 421
3s—7p, beam

ps, shaped pump, e~ Cs; 7s — 20—32p, beam 422
fs, shaped pump, ion probe Li;; X —A—E—X,gas 362

fs, shaped pump, LIF Cs, 6S — 8S, gas 417
fs, shaped pump, ion probe Li;; X —A—E—X,gas 335
fs, shaped pump, e~ probe  Cs; 7s — 20—32p, gas 330
fs, shaped pump, LIF Rh610, solution 423
fs, shaped pump, LIF probe SNAFL-2, 353
fs, shaped pump, LIF Cs, 6S — 8S, gas 418
fs, shaped pump, ion probe Li;; X —A—E—X,gas 364
fs, shaped pump, e~ probe  Cs; 7s — 20—32p, gas 331

fs, shaped pump, ion probe Liy; X — A —E — X', gas 336
fs, shaped pump, LIF Rb, 5S — 5P — 4D, gas 341
fs, shaped pump, ion probe Li;; X —A—E—X,gas 424
fs, shaped pump, ion probe Li;; X —A—E —X,gas 337
fs, shaped pump, ion probe Liy; X — A —E — X', gas 338
fs, shaped pump, CCly, vibrations, liquid 425
Raman probe
fs, shaped pump, LIF probe Rb, 5s — 5p-nd,ns, gas 426
fs, shaped pump, LIF Rb, 5S — 5P — 4D, gas 342
fs, shaped pump, ion probe Liy; X — A — E — X%, gas 339
fs, shaped pump, ion probe Liy; X —A—E — X', gas 344

fs, shaped pump, LIF dyes, crystals, 60
macromolecules

fs, shaped pump, LIF dyes, crystals, 61
macromolecules

fs, shaped pump, LIF dyes, crystals, 62
macromolecules

fs, chirped MIR pump, Cr(CO)s, gas 427

dissociation

lengths shorter or greater than 420 nm. During the
experiment, the spectrum and intensity of the beam
remain constant; however, the energy where mul-
tiphoton transitions occur changes according to
changes in the spectral phase. This principle is used
to shape the pulse and illuminate a 250-um region
in the sample with the laser. A microscope is used to
collect the images in Figure 24, demonstrating selec-
tive multiphoton excitation using MII.

The first application of phase-tailored pulses for
sensing pH involved intense linearly chirped laser
pulses that saturated the one-photon resonant tran-
sition of a pH-sensitive dye.®* Wilson’s group found
that the ratio between the LIF signals obtained for
positively and negatively chirped pulses was found
to vary from 1.9 to 1.2 for different pH values.
Unfortunately, this ratio did not vary monotonically,
being the same for pH 7 and pH 9.

In Table 6, we give references to experiments in
which pulse shaping has been used to control excita-
tion _60—62,98,119,309,330,331,335—339,341,342,344,353,362,364,417,418,420—427
Most experiments are characterized by the introduc-
tion of a specific phase function by the experimental-
ists. The choice of phase was based on physical
principles. In general, the degree of control shown
in most of these experiments is extremely good. The
method has been applied to isolated atoms as well
as large molecules, including proteins and crystals.
The remaining limitations to control methods based
on the design of specific phase shaped pulses are both
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technical and conceptual. On the technical side,
experimentalists would like to have shorter pulses
with greater energy per pulse. Presently, pulses as
short as 15 fs have been shaped to control the
excitation of macromolecules.®? Kobayashi's research
group has a shaped femtosecond source capable of
generating 4-fs pulses.®®16° They have used a pulse
shaper to reduce spectral phase deformations, but,
to our knowledge, not to carry out a coherent control
experiment. Regarding conceptualization of the ex-
periments, there is always the possibility that a
nonlinear excitation electromagnetic field exists that
has not been explored. For these reasons, GA con-
trolled experiments (discussed in the previous sec-
tion) that are programmed to explore a wide range
of pulse shapes can prove extremely valuable.

5. Coherent Control and Four-Wave Mixing

One of the most important contributions from the
field of coherent control has been a greater under-
standing of laser—molecule interactions. This has led
to the development of enhanced spectroscopic meth-
ods. Among the most salient of such enhancements,
we discuss here is the PE effect and mode suppres-
sion. In Table 7, we give reference to a number of
experiments that have taken advantage of optical
coherence and molecular coherence to control non-

linear spectroscopic signals recognized under the
rubric of FWM.20’74’75'114’340'360'419’428_480

5.1. Suppression of Inhomogeneous Broadening

Inhomogeneous broadening is the spectroscopic
manifestation of the fact that every molecule or atom
in the sample may have a slightly different environ-
ment, which leads to differences in their absorption
and emission spectroscopy. These differences make
it difficult to obtain spectroscopic information that
is not convoluted by all the locally perturbed species.
From the point of view of coherent control, it impor-
tant to design electric fields able to control an
inhomogeneous sample. Otherwise, coherent control
would only be applicable to isolated molecules.

In 1964, the PE method was demonstrated,*8! and
it was realized that it played an analogous role to
that of the Hahn spin—echo.*®2 The PE phenomenon
is best explained as the interaction of three electro-
magnetic waves on a sample. The three waves need
not be three separate laser pulses, as a laser pulse
can accomplish the role of one, two, or three interac-
tions. Here, we explain the two-pulse PE for illustra-
tion. Consider the polarization that a laser induces
on the sample at time t = 0. The time evolution of
that polarization between the first and second pulses
is described by exp(iwtiz), where o represents every
guantum-mechanical state within resonance of the
excitation pulse (See Figure 25). Interaction with a
second laser pulse at time t = t;, stimulates the
transition of the excited molecules back to the ground
state, thereby arresting the evolution of their polar-
ization. The third laser pulse (or the second for a two
laser experiment) induces a new polarization evolving
with exp(—iwtys), as shown in Figure 25. The output
signal is proportional to the third-order polarization
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Table 7. Coherent Control with FWM

method system refs
ns, phase-locked, multipulse 1, gas 428
fs, chirped pump, CSRS GaAs/AlAs QW 429
fs, chirped pump, CSRS, resorufin, solution 430
CARS
fs, chirped pump, DFWM resorufin, solution 431
fs, DFWM K, buffer gas 432
fs, phase locked DFWM DTTCI, solution 433
fs, phase locked, HSPE DTTCI, solution 434
fs, mode suppression, HSPE DTTCI, solution 435
fs, DFWM Nal, gas 436
fs, phase locked, HSPE DTTCI, solution 437
fs, CARS I, gas, vibrations 438
fs, DFWM, CARS, CSRS I, gas, vibrations 439
fs, CARS I, gas, vibrations 440
fs, DFWM, DTTCI, solution 441
fs, CARS I, gas, vibrations 442
fs, phase locked, HSPE DTTCI, solution 443
fs, CARS benzene/toluene gas 444
fs, DFWM, I, gas, vibrations 445
fs, DFWM, I, gas, vibrations 360
fs, DFWM, CARS, CSRS I, gas, vibrations 452
fs, PE CO in hemoglobin 453
fs, DFWM, I, gas, vibrations 340
fs, DFWM, CARS I, gas, vibrations 454
fs, DFWM, I, gas, vibrations 446
fs, DFWM, I, gas, vibrations 447
fs, CARS Ky, jet, vibrations 455
fs, CARS PDA, crystal, vibrations 456
fs, DFWM, CARS, CSRS I, gas, vibrations 457
fs, CARS benzene/toluene gas 457
fs, CARS PDA, crystal, vibrations 457
fs, CARS I, gas, rovibrations 459
fs, CARS PDA, crystal, vibrations 460
fs, DFWM Kz, molecular beam, 461
vibrations
fs, DFWM I, gas, vibrations 448
fs, DFWM I, gas, vibrations 74
fs, DFWM K>, molecular beam, 462
vibrations
fs, DFWM I, gas, rovibrations 463
fs, CARS I, gas, vibrations 464
fs, CARS I, gas, vibrations 561
fs, CARS porphyrin, solution 465
fs, CARS porphyrin, solution 466
fs, DFWM I, gas, vibrations 20
fs, DFWM, shaped pump K3, gas, vibrations 467
fs, CARS I, solid Ar, rovibrations 468
fs, CARS I, gas, vibrations 469
fs, CARS porphyrin, solution 470
fs, DFWM I, gas, vibrations 450
fs, DFWM I, gas, vibrations 451
fs, CARS PDA, crystal, vibrations 458
fs, DFWM I, gas, vibrations 449
fs, CARS I, gas, vibrations 471
fs, CARS, shaped CH30H, CH2Br, 419
(CH.CI),, liquid
fs, DFWM I, gas, vibrations 75
fs, CARS I, gas, vibrations 472
fs, CARS PDA, crystal, vibrations 472
fs, DFWM I, gas, vibrations 473
fS, CARS, shaped CGHG, C5H5CH3, 474
pyridine, liquid,
fs, CARS, shaped CH30H, CHsl, CCly, CS,, 475
CeHg(CH3)3 ||qU|d
fs, CARS, shaped Ba(NOs), crystal, 476
pyridine liquid
fs, CARS porphyrin, solution 477
fs, CARS -carotene, solution 478
fs, CARS f-carotene, solution 479
fs, CARS, shaped diamond, Ba(NOs3)a, 480
CeHsCH3, Lexan,
fs, CARS, shaped CHjsl, CoH4CI, 114

p-xylene, liquids
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Figure 25. (A) Ladder diagram for PE excitation. (B and
C) PE and reverse transient grating measurements on
gaseous iodine molecules. The decay observed arises from
homogeneous (PE) and inhomogeneous (TG) electronic
dephasing. (Reprinted with permission from ref 449. Copy-
right 2001 Elsevier Science B. V.)

squared, which is proportional to exp{ —iw(tiz — t23)}.
Notice that, when t;; = ty;3 the signal reaches a
maximum, the PE. In the presence of inhomogeneous
broadening, the time evolution of every molecule
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Figure 26. Electronic dephasing time measurements on
LD690 in solution, using PE (a) with and (b) without
vibrational mode suppression. (Reprinted with permission
from ref 484. Copyright 1993 Elsevier Science B. V.)

proceeds at a different frequency; however, the echo
time depends only on the timing between the two
pulses and not on the frequency. The homogeneous
electronic dephasing, measured using a PE sequence,
decays exponentially (Figure 25B), while the inho-
mogeneous electronic dephasing, measured with the
same laser pulses, but using a reverse transient
grating sequence, decays nonexponentially (Figure
25C). The PE pulse sequence should be expressly
studied for coherent control, because inhomogeneous
broadening is essentially canceled.?475,360.445-449,483
The PE sequence could play a critical role in laser
control in condensed-phase media.

5.2. Mode Suppression; Macroscopic and
Microscopic Interference

PE experiments have typically been used to deter-
mine the homogeneous dephasing of molecules and
materials. In some instances, vibrational dynamics
of the molecules can interfere with these types of
measurements, particularly when the vibrational
period is similar to the dephasing time. Shank and
co-workers realized that, if the time delay between
the first two pulses in a PE measurement corre-
sponds to the vibrational period that interferes with
the measurement, that vibration is suppressed from
the transient.*®* In Figure 26, we show experimental
results in which mode suppression was used to reveal
the true electronic dephasing of LD690, an organic
laser dye, in solution. The mode suppression method
was not developed expressly as a coherent control
method, but we include it here for two reasons. First,
it depends on the coherent interaction of two or more
pulses. Second, the method depends on the vibra-
tional coherence of the sample. Therefore, mode
suppression depends on the interaction between the
optically induced electronic coherence, and vibra-
tional coherence. Mode suppression and other pulse
sequences have been studied in the gas phase and
interpreted using wave packet simulations as well
as the density matrix approach.”75451 These types
of experiments can teach us valuable lessons that can
be used to interpret present experiments and plan
future experiments, especially in condensed phases.
From the example in Figure 26, we learn that
electronic coherence survives for times less than 50
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fs, for large molecules in solution. Consequently,
coherent control experiments in condensed phase
should involve very short pulses (v <20 fs) or not
depend on electronic coherence.

5.3. Ground-State Dynamics

In Section 4.1, we discussed the pump—probe
method. Here, we remark that, in most cases, the
pump—probe method leads to the observation of
excited-state dynamics. Observation of ground-state
dynamics can be achieved by different approaches
that can be understood under the rubric of FWM.
Experiments using three separated pulses give the
best illustration of this approach. The first pulse
creates a wave packet in an excited state; the second
pulse induces a transition back to the ground state;
and the third pulse, after some time delay, probes
the ground-state dynamics by inducing a transition
to the excited state.**! The coherent FWM signal
emission is then collected as a function of time delay
between the first two pulses and the probe pulse.
These experiments take advantage of optical coher-
ence with the electric field. In addition, it is possible
to use the timing between the first two pulses, taking
advantage of intramolecular coherence, to determine
if ground- or excited-state dynamics are to be ob-
served. This experiment is shown in Figure 27, where
excited-state or ground-state dynamics are observed
exclusively when the time delay between the first two
pulses is 460 or 614 fs. When the wave packet
prepared by the first pulse moves to a Franck—
Condon region with good overlap to the ground state,
the second pulse can stimulate a transition back to
the ground state. When the wave packet in the upper
state is in a region that has minimal overlap with
the ground state, the second pulse cannot stimulate
back to the ground state. In this case, excited-state
dynamics are observed.?%7*7 The results shown in
Figure 27 required both electronic and vibrational
phase coherence.

Many groups have taken advantage of FWM meth-
ods to study ground-state dynamics. By tuning the
wavelength of the laser pulses, groups have been able
to prepare wave packets in the ground state with as
much as 10 000 cm™ of excess energy above the
ground state.3?4427471 |n these experiments, the dy-
namics of such highly excited wave packets are
monitored by the third laser pulse.

Impulsive excitation by an off-resonance pulse
leads to the creation of coherent superpositions of
rotational and vibrational states. The time evolution
of these superpositions can be followed by a probe
beam, and the measurement is known as a transient
grating (see Section 2.3.2). This method is very useful
to follow ground-state dynamics. As the rotational
wave packets evolve in time, the index of refraction
of the vapor that has been irradiated by the first
pulse changes as well. These transient changes have
been demonstrated to be useful for inducing changes
in the spectral phase of ultrashort pulses and have
been used for pulse compression.361:485

The time evolution of molecular wave packets is
followed by tracking the changes in the third-order
susceptibility of the sample, affecting the third-order
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Figure 27. Experimental demonstration of population
control, using three-pulse FWM. (a) Transient showing
excited-state vibrational dynamics with a period of 307 fs.
(b) Transient showing ground-state vibrational dynamics
with a period of 160 fs. (¢c) Power FFT corresponding to
each transient. For the FFT of the first transient (black
line), the most prominent peak is centered at 108 cm™?
corresponding to the vibrational dynamics of iodine in the
excited state. For the FFT of the second transient (gray
line), the most prominent peak is centered at 208 cm~1
corresponding to the vibrational dynamics of iodine in the
ground state. The peak centered at 16 cm~! corresponds
to the rotational motion. (Reprinted with permission from
ref 445. Copyright 1999 American Institute of Physics.)

polarization. The intensity of the emitted wave in
FWM is proportional to the square of the third-order
polarization of the sample.3® Given that FWM is a
macroscopic phenomenon, the signal is affected by
intramolecular coherence as well as by coherence
between different molecules. If a mixture of two
vapors is prepared, for example, benzene and toluene,
the transient grating signal will contain the regular
features corresponding to each of the constituents
(microscopic coherence) and cross-features (macro-
scopic coherence).*” This phenomenon was shown for
a mixture of oxygen and nitrogen in which the signal
was found to be proportional to [y®(0,) + ¥®(N,)|?.%°
Macroscopic coherences have also been shown to play
an important role in controlling the type of dynamics
(ground or excited state) that are observed in a FWM
experiment.45?

6. Challenges in Coherent Control

Thus far, we have covered a number of systems in
which coherent control strategies have been very
successful. Here, we address some of the most
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important challenges in the field. Predominantly, we
discuss the area of coherent control of chemical
reactions. We make a distinction between unimo-
lecular photodissociation, a process that is at least
controllable in principle, and bimolecular chemical
reactions, a problem which, in many cases, may not
be controllable. We later discuss inhomogeneous and
homogeneous broadening and its impact on coherent
control strategies. Finally, we discuss IVR and the
limited time window available for coherent control
of chemical reactions.

6.1. Chemical Reactions

Clearly, one of the most challenging problems in
coherent control is achieving coherent control of
chemical reactions. There are several examples where
a laser, or a combination of lasers, has been used to
control the products that are observed, but these
exciting results are still far from the goal of having
a protocol that can be followed to control a number
of different chemical reactions. It is too early to
determine if laser-controlled chemical synthesis will
ever replace conventional synthetic methods, even for
a single molecular system. This prospect raises the
fact that coherent laser photons are expensive.
Fortunately, advances in laser technology have
brought the cost of a mole of femtosecond-shaped
photons, a unit called an Einstein, to the level that
is comparable to the cost of a mole of the average
pure chemical reagent.*®® This implies that at least
in some special cases, laser-controlled synthesis could
be considered as a realistic alternative.

The landmark experiment that demonstrated that
shaped femtosecond laser control could be used to
enhance one reactive pathway over another was
carried out by Gerber's group.3® The experiment
concerned the photodissociation of dicarbonylchloro-
(n°-cyclopentadienyl)iron CpFe(CO),Cl, using intense
80-fs shaped pulses.® An illustration from that
report is shown in Figure 28. The most important
result from that experiment was that small changes
in the phase of the incident pulse could alter different
product ion ratios, as detected in the mass spectrom-
eter (absolute yield was not measured). It was pos-
sible to enhance or suppress the different ratios,
regardless of the strength of their chemical bonds.
These pioneering results from Gerber’s group have
inspired a number of experiments on other chemical
SyStemS.26'365’387_390'392_394'412_415

The article by Assion et al., when first published,
left some questions regarding the effect of peak
intensity of the femtosecond pulses on the observed
changes in fragmentation. Because phase modulation
affects pulse duration, it serves to regulate peak
intensity. The Gerber group has devised clever
experiments in which they track the intensity of SHG
concurrently with an optimization experiment to
determine if the highest or lowest peak intensity
pulse shape is also optimum.*® This study has shown
that optimization of specific fragment ions are not
correlated to SHG intensity. In that study, the
fragment ion required an intermediate intensity;
therefore, the experiment only proved that TL pulses
were not optimum. Currently, it is too early to de-
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Figure 28. (A, B) Control over a chemical reaction with
shaped femtosecond pulses, using a GA. (Reprinted with
permission from Science (http://www.aaas.org), ref 386.
Copyright 1998 The American Association for the Advance-
ment of Science.).

termine if the original results from Assion et al.
depended on laser-driven intramolecular coherence,
on the manipulation of the potential energy surfaces
by the intense field, or on intensity regulation. This
determination will require complete spectral phase
characterization of the pulses interacting with the
sample and a demonstration that changing some
phases, while keeping peak intensity constant,
strongly affects the outcome. Unfortunately, only an
autocorrelation of the pulse was provided, making it
virtually impossible to reconstruct the phase—
amplitude characteristics of the pulse in the time and
frequency domains. Ultimately, the experiment was
subject to one of the limitations of ion detection
discussed in Section 2.3.3, namely, which processes
occurred in the neutral species and which occurred
after ionization.

The effect of photo fragmentation in strong fields
had been studied with nanosecond and picosecond
pulses. Earlier studies had noted that polyatomic
molecules, upon irradiation with intense lasers showed
direct ionization or “ladder switching,” a process in
which intermediate excited states were populated,
leading to the observation of fragment ions in the
mass spectrum.*7:48 More modern studies make the
distinction between adiabatic single active electron
(SAE) ionization, an approximation that works well
for atoms and small molecules,*~4°1 and nonadia-
batic multielectron excitation and ionization (NME),
a new model proposed by Stolow and co-workers.8°
The NME model includes the increasing participation
of multiple electrons in a molecule during strong field
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excitation. Experimentally, small molecules under
high intensity excitation become singly or multiply
ionized. Larger molecules, however, may exhibit
extensive fragmentation, due to the participation of
multiple electrons. In general, longer wavelengths
are more likely to include SAE ionization, while
shorter wavelengths are more likely to induce NME
ionization.

An example of multiple fragmentation and control
is the study by Levis et al. on acetophenone,*®” where
the sample, at a static pressure of 1076 Torr, was
irradiated by shaped pulses, and the ions were
collected by TOF. TL pulses were found to cause
extensive fragmentation, the most intense fragment
ions found at M/Z values of 18(H,O%?), 28(CQO"),
43(CH3CO™?), 58(C3Hs0"?), 68(C4H4O™), 77(CeHs™),
92(C7Hg*), and 105(CsHsCO™). The species with a
guestion mark were observed with significant inten-
sity but not assigned by the authors. As mentioned
earlier, large organic molecules are known to exhibit
multiple fragmentation under intense laser fields.®°
Using a phase-amplitude pulse shaper (128 pixels,
in 8 groups of 16 pixels each), where each group of
pixels could take 360 different voltage values (cor-
responding to different values of phase retardance
and/or amplitude, undeterminable without SLM cali-
bration), the authors defined the search space. A
learning algorithm was then used to optimize the
ratio of peaks with mass (92)/(77). The results showed
that after 20 generations (approximately 14 min) the
ratio had improved from 1 observed for TL pulses to
1.6. Of particular interest is the fact that the peak
at M/Z = 92 results from a rearrangement where the
bridging CO is lost. They performed a second experi-
ment with deuterated acetophenone CgHsCOCD3,
and after a new optimization, the CcHsCD3 mass was
observed (data not shown). The authors concluded
that the peak with M/Z = 92 must be toluene ions,
although structural information is not available in
mass spectrometry.

The experiment by Levis et al.*®” shows that for
large molecules, where intense radiation causes
multiple fragmentation, changes in the phase-am-
plitude profile of the laser, can be used to alter the
relative amplitude between different peaks. A deeper
interpretation of the experiment is impossible be-
cause no information (not even spectrum, pulse
duration, or spectral phase) was given about the
optimized laser pulses. No information is known
about the fate of neutral species because they are not
detected in this experiment. Unfortunately, the mass
spectrum obtained after optimization was not shown,
so one cannot tell how the amplitude for all the other
fragments changed after pulse optimization. Molec-
ular rearrangements, and specific fragmentation
patterns, are common in electron impact mass spec-
trometry. It would be instructive to know which
processes occurred while the field was interacting
with the molecule, and which processes occurred
afterward.

Current challenges in coherent control of chemical
reactions can be divided into a number of categories.
First, we mention unimolecular reactions involving
isomerization. These kinds of chemical reactions have
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been shown to be controllable, at least in theory.'®
Second, we mention chemical reactions where one is
able to detect all neutral fragments from the reaction
without bias, and one is able to show changes in the
production of neutral species. In this regard, no such
experiments have been reported to date.

There are two laser-based approaches capable of
controlling photochemistry that are not based on
coherence. One is bond-selective excitation,9275% an
approach that works only for molecules with unusu-
ally slow IVR. The second approach entails excitation
of different excited states, for example, in the pho-
todissociation of CH.IBr, different excitation wave-
lengths produce different products.>®® These ap-
proaches do not involve coherent control; however,
they are mentioned because it is possible to cause
bond-selective excitation by multiphoton-excitation
processes, where the total energy is equivalent to
spectroscopic transitions, known to lead to selective
photochemistry. In Table 8, we summarize experi-
mental research where laser control of chemical
reactions has been demonstrated.8?265306,386,402-411,492-515
In this table, we begin with experiments aimed at
bond-selective excitation, and we conclude with some
of the more recent experiments with shaped laser
pulses optimized using GAs.

6.2. Bimolecular Reactions

For unimolecular reactions, especially those involv-
ing bond cleavage or isomerization, it is conceivable
that an electric field does exist to achieve the desired
chemical change. However, for bimolecular reactions,
those involving bond formation between two separate
atoms or molecules, controllability of the outcome by
an electromagnetic field can be questioned. There
have been a few experimental successes in this
extremely challenging problem. The first successful
intervention of a laser to alter the outcome of a
bimolecular reaction can be traced to an experiment
by Brooks and Curl.5% In their study, a nanosecond
laser, not resonant with the asymptotic transitions
of reactants or products, was used to open a chemi-
luminescent product channel. The experiment tracked
the bimolecular reaction K + HgBr, — KBr + HgBr.
When a laser beam at 590 nm, far from resonance
with any of the reactants or products, was introduced,
a new product was detected. The new product had
the distinct emission of HgBr*, an excited state that
could only have been reached if the collision complex,
while chemical bonds were being formed and broken,
had been excited. This was perhaps one of the first
attempts to change the course of a bimolecular
reaction by excitation of the transient collision com-
plex.

It is well-known that vibrational excitation leads
in most cases to enhanced bimolecular reaction rates.
In fact, vibrational excitation of specific eigenstates
was the basis for bond-selective bimolecular reaction
control,*® a method not reviewed here, because it
does not involve coherence. The observation of vibra-
tional coherence in photodissociation products®7—520
leads one to consider the transition-state geometry
being such that vibrational coherence ensues upon
dissociation. If we consider the photodissociation
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Table 8. Control over Reaction Channels

method system refs
ns, IR + UV OCS — 335/3S, gas 492
ns, IR + UV O3 — O(*D)/O(*Aq), gas 493
ns, 193, 210, 248 CH3IBr — 1/Br/lbr, beam 509
ns, IR + UV HNCO, NH(alA)/NH(X3Z"), gas 494
ns, VUV HOD — H + OD/D + OH, gas 495

ns, IR(OH) + UV HOD — H + OD/D + OH, gas 496
ns, Raman(OH) + VUV HOD — H + OD/D + OH, gas 497

ns, IR(OH) H+HOD — H,+ OD/ 498
HD + OH, gas

ns, IR(OH) H + HOD — H, + OD/ 499
HD + OH, gas

ns, Raman (OH/OD)
+ VUV

HOD — H + OD/D + OH, gas 500

ns, IR(OH/OD) H + HOD — H, + OD/ 501
HD + OH, gas

fs excitation—ionization Naz — Naz*/Na*, beam 265

ns, IR(OH) Cl + HOD — OH + DCI/ 510
OD + HCI, gas

ns, 222,248 CH3SH — CH3 + SH/ 511
CH3sS + H, beam

ns, IR(OH/OD) + UV H + HOD — H, + OD/ 502
HD+OH, gas

ns, IR(OH/OD) + UV H + HOD — H, + OD/ 512
HD + OH, gas

ns, IR(OH/OD) + UV H + HOD — H, + OD/ 503
HD + OH, gas

fs, pump-dump-probe Nal — Na + I/Na* + I, gas 513

fs excitation—ionization Na; — Naz*/Nat, beam 562

ns, IR(CH) + 248/193 CoHo— CoH(AIT)/ 504
CoH(X2Z), beam

ns, IR(OH/OD) + UV Cl + HOD — OH + DCI/ 505
OD + HCI, gas

ns, IR + UV HNCO, NCO/NH, gas 506

ns, IR + UV HNCO, NCO/NH, gas 507

fs, chirped pump—probe Na; — Naz*/Na*, beam 306

ns Naz — Na(3s) + Na(3p)/ 514
Na(3s) + Na(3d)

fs, shaped pump, GA CpFe(CO)s — Fe(CO)s*/ 386
Fet, beam

fs, shaped pump, GA CpFe(CO),Cl — FeCOCI*/ 386
FeClt, beam

fs tailored pump, GA CpFe(CO)s — CpFe(CO)s*/ 402
Fe™, beam

fs polarized pump, I, — 1+ 1*/1 + 1, ss jet 515

fs, chirped pump—probe Na; — Naz*/Na*, beam 82

CsCl — Cs + Cl/Cs* + Cl—, beam 403

CsCl — Cs + Cl/Cs* + Cl—, beam 404

CpMn(C0O)s — CpMn(CO)s*/ 405
CpMn(CO)*, beam

CpFe(CO),Cl — CpFeCOCI*/ 406
FeCl+

fs, pump—probe, GA
fs, pump—probe, GA
fs, shaped pump, GA

fs, shaped pump, GA

CH3COCF3 i CH3+/CF3+, beam 407

C6H5COCH3 - C6H5CO+/ 407
CeHs™, beam

CsgHsCOCH3 — C6H5CH3+, beam 407

HNCO, H + NCO/?NH + CO, 508

fs, shaped pump, GA
fs, shaped pump, GA

fs, shaped pump, GA
ns, IR + UV

beam
fs, shaped pump, GA CH3COCH3; — CH3CO™, beam 408
fs, shaped pump, GA CH3COCF;3; — CF3™, beam 408
fs, shaped pump, GA CgHsCOCH3 — CgHsCOt/ 408

CeHst, beam

fs, shaped pump, GA CsHsCOCH3; — CgHsCH3™, beam 408

fs, shaped pump, GA Cl-l|ngrCI — CH,CI*/CH.Brt, 409
eam
fs, shaped pump, GA CpFe(CO).Cl — 410
CpFeCOCI*/FeCl*, beam
fs, shaped pump, GA CpFe(CO).Br — 410
CpFeCOBr*/FeBrt, beam
fs, shaped pump, GA CpMn(CO)3; — CpMn(CO)3*/ 411

CpMn(CO),", beam

process in reverse, as a bimolecular encounter, then
the cross section would be found to depend on
vibrational coherence. The cross section would be
greatest when the interatomic distances of the re-
agents are closest to those corresponding to the
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transition-state geometry for the reaction.

Potter et al. performed the first experiments aimed
at measuring the dependence of the probability of a
bimolecular reaction on the interatomic distance of
a coherently vibrating reagent, using femtosecond
laser pulses:52!

1,(X) + hv (515 nm) — 1,(B) (10a)

1,(B)—Xe + hv (260 nm) — Xe-1,*" — Xel* + |
(10b)

where the first femtosecond pulse prepares a coher-
ent superposition of vibrational states in the B
electronic state of iodine. The second laser pulse
captures Iy(B)—Xe collision pairs and produces the
transition state Xe-1,**, which decomposes to produce
the electronically excited ion-pair state Xel*. The
fluorescence intensity of Xel* was found to be modu-
lated as the delay between the two femtosecond
pulses was varied. In principle, the cross section for
the bimolecular reaction is modulated by the wave
packet motion in the electronic B state of iodine.
Therefore, the reaction yield reflects the vibrationally
coherent nuclear motions of the reactants.5! There
is an alternative explanation offered in the original
article, which should also be considered.?63:521522 |t
is possible that Xel* is not formed in one step, as
shown in eq 10b, but is formed after the I, ion-pair
state formed by the probe pulse collides, on a nano-
second time-scale,>?%524 with Xe atoms. Apkarian and
Manz independently have indicated that probing the
intermediate species Xe-1,** directly would resolve
the question regarding the importance of the direct
(10) and the alternate pathways.?53522 This experi-
ment has not been performed, so the role of vibra-
tional coherence in this reaction cannot be ruled out.

Studies from the Dantus group have established
that free-to-bound photoassociation is possible with
femtosecond laser pulses, bringing the technique to
the time scale of vibrational motion (10714-10"12
s).5257527 Experiments performed on the reaction
Hg + Hg — Hg,* (shown in Figure 29) demonstrated
selective control over the total energy of the reaction,
the time of bond formation, the alignment of the
product, and the range of impact parameters. These
experiments showed that time-resolved measure-
ments of transition-state dynamics during reactive
bimolecular collisions were possible and that the
laser wavelength could be used to control the impact
parameter of the bimolecular encounter through the
Franck—Condon dependence of the photoassociation
process.

One of the remaining questions is whether coher-
ent control of bimolecular reactions is possible. This
challenge could be addressed in condensed phase,
with prearranged precursors on a surface, or as van
der Waals clusters.5?87531 However, the question
posed here implies unrestricted reagents. Could
shaped laser pulses improve the yield of a bimolecu-
lar encounter? In the case of two atoms, as they come
together during a chemical collision, the difference
potential between the repulsive ground state and the
outer branch of the potential energy curve of the
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Figure 29. (A) FPAS experiment on Hg. The initial
(binding) pulse forms Hg, in the D state; the depletion of
the D — X fluorescence is monitored, as probe causes
excitation to the 1g state. The region of most probable
excitation from the ground state is shown in the inset. (B)
FPAS transients showing depletion of the D — X fluores-
cence, as shown in A. Data are for the binding and probe
lasers polarized parallel or perpendicular to one another.
Note the rotational dephasing of the initial anisotropy.
(Reprinted with permission from ref 525. Copyright 1995
Elsevier Science B. V.).

upper bound state decreases. A negatively chirped
pulse, in principle, would be able to match this
decrease, thereby improving the probability of pho-
toassociation. A positively chirped pulse would be
able to photoassociate atoms just after a collision as
they begin to separate. Only careful experimental
work that takes into account the dependence of the
bimolecular encounter on the vibrational coherence
and the coherent laser field will be able to determine
to what extent bimolecular collisions can be coher-
ently controlled.

6.3. Coherent Control in Liquids

The general concept of coherent control hinges on
the existence of an electric field that can be used to
achieve a specific outcome through a coherent laser—
matter interaction while other outcomes are sup-
pressed. In most cases, the system is assumed a
single molecule or an ensemble of identical molecules.
However, in most cases, the sample molecules have
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different surroundings that perturb each molecule,
causing differences in their spectroscopy. These dif-
ferences are recognized as inhomogeneous broaden-
ing. In the gas phase, inhomogeneous broadening has
two different sources: Doppler broadening and dif-
ferences in the thermal distribution of the sample
before it interacts with the laser. In most cases,
inhomogeneous broadening is small, and it becomes
negligible when the molecules are expanded in mo-
lecular beams.

Whereas inhomogeneous broadening can be ne-
glected in gas-phase samples, inhomogeneous broad-
ening can be extremely large in liquid-phase samples.
Typical values for inhomogeneous broadening in
large organic molecules dissolved in polar solvents
range from 10 to 100 fs.350484532 Gjven these very
large perturbations, one can appreciate that the
control field no longer can address distinct quantum
states in the molecular ensemble as desired. The
percentage of molecules that produce the desired
outcome becomes diluted by the extent of the inho-
mogeneous broadening. The most interesting aspect
about inhomogeneous broadening, though, is that
there is a way to cancel its influence on the spectros-
copy of the sample, as described below.

These inhomogeneities in the sample are consid-
ered explicitly in the density matrix formulation of
nonlinear optical spectroscopy.® Inhomogeneities can
also be included using the more common wave
function approach; however, summing over a weighted
number of different available contributions is re-
quired to take into account the differences between
individual molecules. Upon excitation of the system,
the time evolution for each molecule is slightly
different. The PE pulse sequence defines a point in
time when the temporal evolution of all molecules
in the ensemble coincide (see Section 5.1). This
provides a means to coherently manipulate an inho-
mogeneous ensemble of molecules coherently.

A second challenge for coherent control experi-
ments is the presence of homogeneous broadening.
Homogeneous broadening is a term that is used to
describe the statistical loss of coherence that all
molecules in the sample experience. Usually, homo-
geneous broadening arises from collision of the
system with the surroundings. As can be expected,
homogeneous broadening is greatest in liquids where
the close proximity of the sample to the solvent gives
rise to extremely large broadening (0.1—-20 nm),
arising from the fast coherence decay 20—200 fs, for
room temperature samples. Because homogeneous
broadening arises from statistical events, there is no
pulse sequence capable of reversing its effects in a
way similar to that which PE reverses inhomoge-
neous broadening. Two different approaches have
been used to reduce the detrimental loss of coherence
due to homogeneous broadening. The first requires
the use of very fast pulses. With the commercial
availability of lasers with pulse durations shorter
than 20 fs, it is now possible to generate fields that
can interact with the sample on a time scale that is
faster than homogeneous broadening. The second
approach is to develop methods that are not depend-
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ent on the persistence of coherence, which can be
separated into two categories. The first corresponds
to those methods that do not require electronic
coherence. For example, vibrational coherence is
much longer lived; even in condensed samples, vi-
brational coherence can persist for tens of picosec-
onds. The second category requires electronic coher-
ence only while the pulse interacts with the sample.
As an example of this category, we mention MII,
where the interference occurs only while the laser
interacts with the sample during the nonlinear
excitation process.

Weinacht and Bucksbaum demonstrated Raman
scattering from selected vibrational modes in metha-
nol, benzene, deuterated benzene, and carbon tetra-
chloride, using a GA and phase-amplitude modula-
tion.?® Recent experiments aimed at control in
condensed phases, using shaped laser pulses under
the control of a GA, are very encouraging.38414
Brixner et al. explored the use of adaptive femtosec-
ond pulse shaping for selective excitation of two
different organic dye mixtures.3®8 The linear absorp-
tion spectrum in the 400—500 nm wavelength range
for methanol solutions of each of the two compounds
(DCM and [Ru(dpb)s]?") chosen is very similar.
Changes on single parameters such as pulse energy
(50—250 uJ), linear chirp (—2 x 10* 2 x 10*fs?), and
wavelength (796—810 nm) were tested, and no sig-
nificant change in the ratio of multiphoton induced
fluorescence detected from each of the two sample
containers was noticed. However, using the adaptive
femtosecond pulse shaper, a ~50% increase in the
DCM/[Ru(dpb)s]?* signal ratio was obtained. The
conclusion of this carefully performed experiment
was that the shaped field had found a nontrivial
manipulation of excited-state photophysics to en-
hance the ratio and that phase coherences must exist
that are not destroyed by interaction with the sur-
rounding solvent on the time scale of the optimized
pulse shape (100 fs to 1 ps).3®® The results are
intriguing and inspire a number of questions. The
first question, relevant to the problem, concerns
possible differences in the two-photon absorption
spectrum of the two dyes in the 398—404-nm wave-
length range, where such excitation by the femtosec-
ond pulses is expected. The linear spectrum of the
two dyes changes drastically below 400 nm, and
similar drastic changes could be expected for two-
photon transitions. This question was partially an-
swered by a wavelength-tuning experiment. A 5-nm
window was scanned over the laser spectrum, in the
796—810 nm wavelength range, with only a small
~10% influence on the signal, approximately of
similar amplitude to the experimental noise. Changes
caused by three-photon transitions (at 267 nm) can
be ruled out as the reason for the improved ratio,
because the intensity dependence and the chirp
experiments would have revealed the difference.
Finally, if the control mechanism involves coherence,
one would like to determine what kind of coherence
was involved. The optimized pulse shows three lobes
in the Husimi plot, the wings extending from
—1.0 to 1.5 ps and a center lobe of ~150 fs in
duration; the authors conclude that a coherent laser-
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sample interaction takes place within the entire time
scale. Homogeneous electronic coherence of organic
laser dyes in solution decays in a sub-100-fs time
scale;3%0484532 the inhomogeneous dephasing is an
order of magnitude faster. Vibrational coherence,
however, could certainly survive for several picosec-
onds. One could also postulate a three-step process,
similar to FWM, consisting of excitation to the ground
state, stimulated emission, and re-excitation. Clearly,
further experimentation will be needed to unravel the
results from this study.

Herek et al. used a combination of an adaptive
femtosecond pulse shaper to excite the light-harvest-
ing antenna complex LH2 in the S, excited-state
region (single-photon 525 nm) and two probe pulses
monitoring the carotenoid system absorption (588
nm) and the B850 bchl Qy bleach/stimulated emission
(880 nm).** A pulse shaper controlling 128 pixels
(32 groups of 4 pixels) was used, the phase and
amplitude were varied from 0 to 2z and from 4 to
100% transmission. The laser intensity of the un-
shaped pulses was above saturation to permit mul-
tiphoton interactions. After optimization, a 35%
increase in the internal conversion over energy
transfer IC/ET ratio was obtained. Pulse character-
ization using SHG-FROG revealed seven major sub-
pulses separated by 250 fs, each with a pulse dura-
tion similar to that of the TL pulses ~30 fs. When a
sinusoidal phase function was used to optimize the
process, again a seven subpulse solution was ob-
tained. Shifting the sinusoidal phase function by &
resulted in a lower IC/ET ratio, this result leading
the authors to conclude that the control mechanism
involved coherent control. If the control mechanism
involved the linear preparation of an “optimized”
wave packet that evolves preferentially toward IC,
then a & shift should make a large difference. If
nonlinear excitation, such as two-photon excitation,
plays an important role, then a & shift can have a
significant change in the peak intensity as well,
independent of intramolecular dynamics (see Figure
4A,B). Further experimentation will be required to
determine if the 250 fs periodicity is significant and
is responsible for driving relevant intramolecular
vibrational modes. It will be even more important to
determine if a coherently driven mechanism exists,
which can improve light-induced ET, the biologically
desired product, while lowering IC losses.

6.4. Energy Randomization and Wave-Packet
Revivals

When the sample to be controlled is a polyatomic
molecule, it becomes very difficult to localize excita-
tion to a specific chemical bond where one is inter-
ested in exerting control. The large numbers of
degrees of freedom in a molecule provide a large
number of vibrational overtones that participate in
the randomization of the energy, initially deposited
into a particular state. Within a couple of picosec-
onds, the localized excitation begins to explore the
energy landscape of the molecule. This initial ran-
domization does not implicate dissipation. Even in
condensed phases, the energy is still within the
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Figure 30. IVR decays on a log—log scale. (A) Experi-
mental data for SCCI,. (B) Accurate quantum simulation
for an SCCI, interior state. (Reprinted with permission
from ref 538. Copyright 2002 Springer Verlag.)

molecule. In some cases, especially in the gas phase,
vibrational quantum beats can be observed when the
energy has only a discrete number of states to
explore. As the number grows, it becomes more
difficult to discern the coherent evolution of the
energy among the different states. Zewail’'s group
demonstrated this behavior in a number of poly-
atomic molecules. In their experiments on an-
thracene, a molecule with 24 atoms, they demon-
strated that, upon excitation, the vibrational energy
evolved in a coherent superposition of vibrational
states for a number of nanoseconds.>3375% These
results demonstrated that energy did not spread to
all degrees of freedom statistically.5%”

A number of researchers have explored the ran-
domization of vibrational energy in polyatomic mol-
ecules. If energy dissipates statistically throughout
the molecule, then the rate of dissipation should
increase exponentially as a function of time, as more
and more pathways become available. If the energy
remains trapped in certain vibrational modes or
combinations of modes, then the dissipation follows
a power law that is much slower than the exponential
decay. Gruebele has carried out experiments and
high-level ab initio calculations regarding energy
dissipation in SCCI,.5%® The results of the work are
shown in Figure 30; they include experiment and
theory. The power law derived from the experiments
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and calculations, with an exponent of 3.0, much
slower than exponential behavior, as can be seen in
the plots. The additional structure in the data shows
multiple bottlenecks that are encountered during
energy randomization.

The fact that early energy randomization is not
statistical and is not dissipative opens the opportu-
nity for coherent control of chemical reactivity in
large molecules. It is conceivable that the energy that
is trapped in a coherent superposition of states can
be refocused at a particular point in time to achieve
bond-selective chemistry. This refocusing effect could
be obtained by wave packet manipulations, as dis-
cussed in Section 4.2. Experimental demonstration
of wave packet refocusing, in large polyatomic mol-
ecules in gas or condensed phase, remains to be
demonstrated.

7. Future Outlook and Applications

In this review, we have presented some of the most
successful experimental demonstrations of coherent
control. The field has led to the development of new
equipment and techniques and to improved under-
standing of laser—molecule interactions. However,
beyond the academic contributions, few applications
have emerged. It is quite possible that recent ad-
vances in the field will lead to a number of applica-
tions. This is an indication that the field is reaching
maturity, and below we review some of the applica-
tions that seem to be the closest to implementation.

7.1. Coherent Control Methods in Microscopy

There are presently two methods based on coherent
control that are being used for microscopy. The first
method is based on CARS.*!° The experiment uses a
single, shaped femtosecond pulse that replaces the
three fields required for the CARS process, as dis-
cussed in Section 2.3.2. The shaped pulse induces the
initial Raman transitions and stimulates the anti-
Stokes scattering. During the shaping process, the
blue end of the spectrum of the pulse is clipped, to
reduce background photons near the signal. As this
shaped beam is focused on the sample, the CARS
signal is collected, providing high-resolution images
that depend on the molecular identity of the sample.
In Figure 31A, we show an image obtained using this
method. The sample imaged is a collection of capil-
laries filled with CH,Br,.%'° The contrast between the
two figures shows the sensitivity of the method to
different sample compositions.

The second imaging method based on coherent
control has been termed selective multiphoton mi-
croscopy.®2122 The method is based on the principle
of multiphoton intrapulse interference discussed in
Section 4.4. Here, MII is used to selectively excite
certain chromophores in the sample. Whereas TL
pulses excite all chromophores in the field of focus,
a shaped pulse can excite only specific chromophores.
In Figure 31B, we show how this method is used to
selectively excite two different microscopic fluores-
cent beads. One of the beads is labeled with (4'-6-
diamidino-2-phenylindole) DAPI and the other with
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Figure 31. (A) CARS spectroscopy. Depth-resolved, single-
pulse CARS images of a glass capillary plate with 10-mm
holes filled with CH,Br,. (Reprinted with permission from
Nature (http://www.nature.com), ref 419. Copyright 2002
Nature Publishing Group.) (B) Selective two-photon mi-
croscopy. The image on the left shows fluorescence from
blue and green microspheres induced by TL pulses. The
middle and right panels show selective fluorescence from
the same micrsopheres using shaped pulses.

AlexaFluor 430, two fluorescent chromophores that
are commonly used to stain biological samples. When
TL pulses are used both regions show strong fluo-
rescence, but, when shaped pulses are used, it is
possible to selectively excite either of the two.62123
This method can be used for imaging microscopic as
well as macroscopic biomedical samples. Selective
multiphoton excitation afforded by coherent control
results in additional contrast and better differentia-
tion.

One of the main goals in coherent control is to
achieve the greatest contrast between different path-
ways following optical excitation of a sample. In
microscopy, as well as in imaging in general, the goal
has always been to achieve the greatest contrast
possible. We expect a number of new developments
in the area of imaging that can be traced to advances
in the field of coherent control. Incorporation of the
binary phase shaping concept!® enables the combi-
nation of rational design with very fast and efficient
optimization, a strategy that we are presently fol-
lowing in our laboratory.
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Figure 32. (A) Experimental results showing coherent
computation of multiple-input AND gates using pure
molecular superpositions. (Reprinted with permission from
ref 543. Copyright 2002 Elsevier Science B. V.) (B) Quantum-
state information retrieval from a Rydberg-atom data
register. Reprinted with permission from ref 544. Copyright
2002 American Physical Society.)

7.2. Quantum Information

During the last 20 years, the field of quantum
information has grown from an interesting proposi-
tion to an effort involving hundreds of scientists. The
field has been described in a number of review
articles and books; here, we only give a couple of
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Table 9. Quantum Phase Information Experiments

method system refs

third harmonic generation  surface 545

third harmonic generation BaF; 546

third harmonic generation  BaF; 547

fs, SPE dye, cryogenic solution 548
in polymer

fs, SPE dye, cryogenic solution 549
in polymer

fs, SPE dye, cryogenic solution 550
in polymer

fs, shaped pulse Cs; 7s—20—-32p—e~ 86

fs, shaped pulse Cs; 7s—20—-32p—e~ 551

fs, shaped pulse Cs; 7s—20—32p —e~ 552

fs, shaped pulse Cs; 7s—20—32p—e~ 544

fs, shaped pulse Cs; 7s—20—32p —e~ 553

fs, shaped pump, ion Lip, X —A— E — X, 543
rovibrations

fs, shaped pulse l,, X — B, vibrations 542

fs, shaped pump, ion Li;, X —A— E — X%, 554
rovibrations

fs, CARS I, X — B, rovibrations 555

fs, CARS l,, X — B, rovibrations 556

fs, shaped pump Liz, X —A— E — X%, 346

rovibrations
I, X — B rovibrations, 557
(proposal)

fs, CARS

them.539540 The main goal behind this new field has
been to treat information as quantum objects that
are subject to the laws of quantum mechanics. The
rationale for such a seemingly complex proposition
comes from the expected advantages. Classical in-
formation is limited to zeros and ones. When each
byte of information is processed, special instructions
are required to communicate the result to other parts
of the algorithm. These requirements result in an
exponential growth in the resources needed to solve
particular problems, for example, Fourier transfor-
mation. The quantum-mechanical “qubit” is in a
superposition of zero and one; when two or more
gubits are entangled, a transformation of one qubit
is instantaneously transmitted to the other qubits.
The means of communication is provided by quantum-
mechanical entanglement.>354° We have included
this section in the review because the quantum gates,
responsible for the coherent transformation of quan-
tum information, will very likely be shaped laser
pulses, as described in this review.

The implementation of a quantum information
processor has received considerable attention. The
most important requirement for such a device is the
ability to manipulate each quantum bit of informa-
tion coherently, without loss of phase. The best ideas
on how to achieve unitary transformations make use
of electromagnetic radiation, either in the radio
frequency range, as in nuclear magnetic resonance
(NMR), or in the visible range, using coherent laser
pulses. While there has been considerable progress
in the use of multiple-pulse NMR for quantum
information processing, similar methods based on
laser pulses have a number of advantages. Because
of the size of the quantum transitions, optical meth-
ods are 8 orders of magnitude faster and are
10 orders of magnitude less prone to thermal
noise_54l,542

In Figure 32A we show experimental results from
Amitay et al.,>* where an experimental implementa-
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tion of a multiple-input AND gates, based on molec-
ular superpositions, is demonstrated. In Figure 32B,
we show quantum-state information retrieval from
a Rydberg-atom data register.5** Superpositions of
guantum-mechanical states containing quantum in-
formation are manipulated by shaped laser pulses.
The resulting output signal demonstrates successful
coherent manipulation of the quantum-mechanical
information. Both of these examples are still far from
the dream of quantum computation, but they dem-
onstrate how principles of coherent control are used
to manipulate information stored in quantum me-
chanical states. In Table 9, we summarize experi-
ments in which concepts of coherent control have
been used for quantum information manipulation
and processing.88542-557 This field is still in its
infancy; advances in the field of coherent control may
play an important role in its development and the
future creation of a large-scale quantum computer.

8. Conclusions

Controlling matter with light has been a conceptual
goal for many decades. Here, we have presented some
of the most important experimental demonstrations
in which laser pulses are used to control a number
of physical and chemical processes, taking advantage
of coherence in the laser pulses and/or the system.
It is interesting to analyze all of these experiments
and summarize some of the most important lessons.
They combine the need for ultrashort pulses that can
compete with relaxation processes and interference
among multiple pathways. In the weak-field limit,
they can be fully explained within the framework of
frequency-resolved spectroscopy. Strong fields can
modify the potentials to the extent that a frequency-
resolved picture is no longer relevant. Here, we list
a number of important conclusions.

(i) Interference remains the most powerful tool of
coherent control. Different interference processes
include linear and nonlinear optical interference in
microscopic (intramolecular), and macroscopic (in-
termolecular) coherences.

(i) The phase of femtosecond pulses can be used
to sculpt a wave packet and control its evolution.

(iii) Strong fields can be used to exert forces that
can reshape the potential energy surface as well as
control the external degrees of freedom.

(iv) Nonlinear optical processes, such as multipho-
ton absorption, and FWM, inherently provide mul-
tiple pathways of excitation; therefore, they are
ideally suited for coherent control.

(v) Shorter pulses have a greater bandwidth avail-
able, opening multiple pathways that can be con-
trolled by interference. Single-optical-cycle pulses, in
the visible range, and phase shaped will provide the
greatest flexibility.

(vi) Learning algorithms are extremely powerful in
the search of successful control strategies, provided
redundant pulse shapes are eliminated and pulse
characterization is accurate and reliable.

The probability for reaching a quantum-mechanical
transition is equal to the amplitude-squared of the
sum over all possible pathways between the initial
and final states. From this point of view, and assum-
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ing weak field excitation, control strategies can be
designed in the frequency domain. When a single
state can be reached by two distinct optical pathways,
then Brumer and Shapiro have explained how the
relative phase between the two optical pathways
modulates the probability of excitation. This concept
has been expanded to control excitation between two
different degenerate states, provided there is an
intrinsic phase lag between them. A pulse shaper can
be used to control the phase between several fre-
guencies, which connect multiple quantum-mechan-
ical states, by distinct optical pathways. For multi-
photon excitation experiments, when broad-bandwidth
femtosecond pulses are used, the resulting interfer-
ence can be controlled with specific phase functions,
designed using the principles of MII, and can be
introduced using a programmable pulse shaper.
Strong fields, however, modify the potential energy
surfaces to the extent that there is no longer a
spectroscopic map to follow. The intermediate regime,
where the frequency-domain picture begins to fail,
remains to be explored.

Strong-field control cannot be explained in the
frequency domain. The electric field can exert a force
directly on the electrons, forcing them into high-
Rydberg states or causing them to field ionize. These
strong fields can also exert forces on the molecule and
its constituent atoms. Strong-field control has the
greatest possibility for manipulating molecular struc-
ture and chemical transformations. The experiments
discussed under this rubric?6:365386-390,392-394,412-415
show tremendous promise. Experiments are expected
to proceed toward control of more complex systems,
and to provide a more thorough understanding of the
control mechanism. The ultimate goal might be to
directly demonstrate the coherent manipulation of
molecules during the presence of the field.

It is reasonable to say that we have reached the
point where the technology, in the form of ultrashort
intense pulses and pulse shaping equipment, is
available for synthesizing arbitrarily defined elec-
tromagnetic fields. Under the control of GAs, or by
strategically designed fields, one can address a large
number of systems and expect significant results, so
long as the systems are controllable. Certainly, most
nonlinear optical excitation processes are control-
lable; however, chemical reactions must be analyzed
one at a time and in detail. In principle, unimolecular
reactions are controllable, at least at the conceptual
level of a single, fixed, isolated molecule, where all
the atoms are present and their initial position is well
defined. Theoretical studies have shown that unimo-
lecular reactions can be controlled to yield the desired
product with 100% probability, but experimental
results usually show modest changes, of the order of
50—80%. Experimental work will determine the
degree of success for each system that is attempted.

9. Abbreviations

AOPDF acousto-optic programmable dispersive
filter

BPS binary phase shaping

CARS coherent anti-Stokes Raman scattering

CHIRAP chirped rapid adiabatic passage
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COIN coherence observation by interference noise

CRS coherent Raman scattering

CSRS coherent Stokes Raman scattering

DFWM degenerate four-wave mixing

ET energy transfer

FPAS femtosecond photoassociation spectros-
copy

FROG frequency-resolved optical gating

FWHM full-width at half maximum

FWM four-wave mixing

GA genetic algorithm

HSPE heterodyne detected stimulated photon
echo

1ACRS (two interferometric coherent Raman scatter-

noisy fields) ing

IC internal conversion

IR infrared

IVR intramolecular vibrational energy redis-
tribution

LIF laser-induced fluorescence

Ml multiphoton intrapulse interference

MIIPS multiphoton intrapulse interference phase
scan

NME nonadiabatic multielectron

NMR nuclear magnetic resonance

NOPA noncollinear optical parametric amplifica-
tion

PE photon echo

RAP rapid adiabatic passage

SAE single active electron

SHG second-harmonic generation

SLM spatial light modulator

SPE stimulated photon echo

SPIDER spectral phase interferometry for direct
electric-field reconstruction

STIRAP stimulated transition induced by Raman
adiabatic passage

TG transient grating

TL transform limited (same as bandwidth
limited)

TOF-MS time-of-flight mass spectrometer

uv ultraviolet

VE virtual echo
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