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Abstract

We propose three-pulse four-wave mixing (FWM) in cooled molecules for computation. Femtosecond amplitude

and phase shaped pulses encode information into a coherent superposition of vibrational states. The coherent coupling

between the quantum states and the consecutive interactions with shaped pulses is used as quantum logic gates to create

the final superposition of states. The resulting coherent virtual or stimulated photon echo signal corresponds to a vector

or a matrix output, respectively. Photon echo is the optical analog to spin echo where inhomogeneous decoherence is

cancelled. The experimental setup required is discussed and preliminary results are presented. � 2002 Published by

Elsevier Science B.V.

1. Introduction

During the past decade, interest in the subject
of quantum information technology (QIT) has
grown exponentially. For current reviews of the
field the reader is referred to a number of excellent
books and review articles [1–4], here we concen-
trate on the essentials. The main difference be-
tween QIT and its classical cousin, IT, is the phase
coherence of quantum systems. Coherence opens
the possibility of following many computational
paths simultaneously, and achieving massive par-
allelism. The power of quantum computing derives
from the interference inherent among the various
quantum paths the system can take from a pre-

pared input to an output that can be read out [5].
The quantum computer can therefore solve certain
problems that could not be practically solved by
conventional computers [6,7]. The main require-
ment for a quantum computer is a quantum set of
states that can be addressed coherently and con-
trolled by matrix transformations without the loss
of coherence. Possible candidates that have been
demonstrated experimentally include ion traps [8],
cavity quantum electrodynamics [9], magnetic
resonance [10] and Rydberg wave packets [11].
Here we propose to use three-pulse four-wave
mixing (FWM), in particular the photon echo and
virtual echo (VE) pulse sequences, to prepare,
control and interrogate coherent ensembles of
vibrational states [12]. The transformations are
achieved with femtosecond amplitude and phase
shaped laser pulses in a timescale that is short
compared to decoherence. The output corresponds
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to the coherent FWM emission. The theoretical
foundation for these experiments is based on the
third-order density matrix [13].
The proposed experiments involve the coherent

manipulation of vibrational states in molecular
iodine using FWM [12,14–18]. Zadoyan et al. [19]
recently considered the manipulation of ro-vib-
ronic superpositions using time-frequency-re-
solved coherent anti-Stokes Raman scattering
(TFRCARS) for quantum computing. In Zado-
yan’s experiment, the evolution of the rovibra-
tional states is proposed to carry out the
computation. The difficulties with using only the
intramolecular dynamics of a quantum oscillator
for computation have been described in [4]. The
work proposed here differs from Zadoyan’s in
that pulses carrying phase and amplitude in-
formation achieve the specific transformations.
This gives our method the power to carry out

complex operations. Our previous work [14] shows
that the use of interference between Liouville
pathways as proposed in [19] for making a two
qubit controlled gate would be complicated by
waved packet spreading [15]. Our approach does
not depend on wave packet dynamics of the system
because the amplitude and phase shaped pulses
control the transition probabilities between ro-
vibrational ground and excited states in the fre-
quency domain.
A number of different methods can be con-

ceived, based on three-pulse FWM, to demon-
strate molecule-based computation. The main idea
behind the proposed QIT is to write and store
information as quantum amplitudes on selected
eigenstates (see Fig. 1a) and to manipulate the
information with shaped coherent light pulses (see
Fig. 1b). The shaped pulse contains specific spec-
tral components that address directly v0–v00 transi-

Fig. 1. (a) Energy curves, vibrational levels for ground and first excited states of the iodine molecule and spectral ranges of optical

transitions for a 3-qubit processor. (b) The initial transform limited femtosecond laser pulse passes through a shaper and is trans-

formed into coherent light consisting of several narrow spectral components. The frequency components are determined by the spatial

light modulator. (c) Electric field components for the transitions from excited to ground states are responsible for the unit matrix M

and controlled not quantum gate CNOT for the 2-qubit operators (see text). Additional amplitude and phase corrections of the

Franck–Condon factors and anharmonic vibrational dynamics are also performed by the shaper for each separate spectral component.
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tions. For example, in Fig. 1b we illustrate the
transformation from four vibrational states
ð40; 41; 42; 43Þ in the B state to a set of four vib-
rational states ð34; 32; 30; 28Þ in the X state. In the
first case (operation called M – writing in memory)
we promote the transitions 40! 34, 41! 32,
42! 30, 43! 28. These components are shown
in black (Fig. 1c). To promote a different transi-
tion, for example, to construct quantum gate
CNOT (operator Q), we must use different spectral
components for the transitions 40! 34, 41! 32,
42! 28, 43! 30. Each specific vibrational ei-
genstate is a component of a vector in Hilbert
space and the manipulation with complex ampli-
tudes of these vector components allows us to
perform quantum computations.
Here we present two different arrangements that

provide the foundation of a more general setup for
vectorial computation. The FWM response in
molecular iodine a quasi-two level system can be
calculated using the density matrix formalism and
can be summarized using four Liouville pathways
known as R1, R2, R3 and R4 (see Fig. 2a,b) [13]. The
pathways are presented as ladder diagrams. The

two horizontal lines represent the ground and ex-
cited states. Time evolves from left to right. Signal
due to R2 and R3 is known as photon echo or
stimulated photon echo, whereas signal from R1
and R4 is known as VE [12,15]. The implementa-
tion of the proposed experiments takes advantage
of the well-known Franck–Condon factors for
molecular iodine [20]. The first pump pulse spans
the wavelength range 510–519 nm (Fig. 1a), where
the absorption cross-section from the ground state
is maximal. The second Stokes pulse is tuned to a
wavelength where no further B state excitation can
be achieved from the ground state ðv00 ¼ 0Þ. In the
wavelength range 630–790 nm (Fig. 1a), the Stokes
pulse is optimized to stimulate transitions to the
ground state. The choice of wavelengths is similar
to the TFRCARS setup [19]. This combination
(Fig. 2a,b) of laser wavelengths minimizes the
contribution of R1 and R2, but it optimizes the
contributions of R3 and R4. These two responses
are separated by their different phase matching
conditions [12–15]. For R4 experiments the probe
pulse has the same wavelength as the Stokes pulse,
while for R3, the probe pulse has the same wave-

Fig. 2. Ladder diagrams for the proposed experiments. Horizontal lines represent energy levels. Arrows represent optical transitions

between the ground and excited electronic states. Dashed arrows indicate bra interactions, solid arrows indicate ket interactions. Wavy

arrows represent three-pulse stimulated FWM emission. Time in the diagrams goes from left to right. In all diagrams Stokes pulses are

red shifted relative to the first pulse. For iodine, there are no resonance transitions from the initial state with the Stokes pulse. The

Liouville pathways R1 (a) and R2 (b) are small because of this condition. (c) The VE signal has spectral components from transitions
from the final excited states to the initial ground state. (d) The SPE signal has spectral components from transitions from the final

excited states to the vibrational states in ground states.
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length as the pump pulse. Work in our group has
focused on demonstrating coherent control over
superpositions of vibrational states in the ground
and the excited ðB3PoþuÞ electronic state [12–15].
The signal detected in the phase-matching geom-
etry for non-collinear pulses depends only on the
third-order density matrix. Only signal resulting
from the coherent interaction of the three laser
beams with the molecules is detected. The shaped
pulses, therefore, control the coherent transfor-
mation of each order of the density matrix.

2. Theory

Each of the laser three laser pulses interacts
with the molecular ensemble and controls by
quantum interference the evolution of the density
matrix. For all cases, the first shaped pump pulse
creates a coherent superposition of vibrational
states in the excited state. Assuming weak inter-
actions, we use first order perturbation theory for
the analysis and say that each interaction increases
the order of the wavefunctions state by one. The
complex amplitude ai0 of each excited vibrational
state is defined by the spectrum of the electric field

jWð1Þi /
X

i0
ai0 ji0i: ð1Þ

The second pulse (Stokes) promotes transitions
(defined by the matrix elements M) to the coherent
superposition of vibrational states in the ground
electronic state (Liouville pathways R4 and R3)

jWð2Þðs12Þi /
X

ji0
Mji0ai0 jji: ð2Þ

Liouville pathways R1 and R2 have minimal
contributions to the signal because they involve
absorption from the ground state, which for the
Stokes pulse wavelength is very small. If the
wavelengths in the probe pulse are equal to those
in the Stokes pulse, then the probe pulse promotes
transitions (defined by matrix elements Q) from
the ground state to the exited state (Liouville
pathway R4)

jWð3Þðs12; s23Þi /
X

iji0
QijMji0ai0 jii: ð3Þ

If the wavelengths in the probe pulse are equal
to those in the pump pulse, then the probe pulse
promotes transitions from the initial ground state
to the excited state (Liouville pathway R3)

jWð1Þðs13Þi /
X

i

bijii: ð4Þ

The VE signal due to R4 is formed by the co-
herence between the initial ground state and the
third-order wave packet in the excited state. This
emission has a phase matching direction k3 
 k2þ
k1 and a third-order polarization given by

P ðVEÞ / hWð0ÞjljWð3Þðs12; s13Þi: ð5Þ
Stimulated photon echo (SPE) signal due to R3

is formed by the coherence between the second
order wave packet in the ground state and the first
order wave packet in the excited state. This emis-
sion has a phase matching direction k3 þ k2 
 k1
and a third-order polarization given by

P ðSPEÞ / hWð2Þðs12ÞjljWð1Þðs13Þi: ð6Þ

The emitted light resulting from the third-order
polarization is the output. This output may be
measured or, after coherent amplification, used as
input for a new quantum gate to make a circuit. In
Fig. 3 we show the density matrix representation
for the non-linear optical processes which take
place for a model 5 level system, where 0 is the
initial ground state, and g, g0 and e, e0 are vibra-
tional states in the ground and excited states, re-
spectively. Shaped external fields promote the
density matrix transformations. The third-order
polarization is the trace of the product of the di-
pole moment and the third-order density matrix
[13]. From a mathematical point of view (see Fig.
3) the VE signal is a vector with components
bi ¼

P
ji0 QijMji0ai0 and the photon echo signal is a

matrix Oij ¼ ð
P

i0 Mji0ai0 Þybi (where y indicates the
Hermitian conjugate).

3. Experiment and preliminary results

A regeneratively amplified Ti:Sapphire femto-
second laser system is used to produce 
 45 fs
pulses centered at 800 nm. Ultrafast (5–20 fs)
pulses in the visible range are generated using
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non-collinear optical parametric amplifiers
(NOPA) [21,22]. The femtosecond pulses are
shaped in phase and amplitude using 128 (or more)
element spatial light modulators [23]. Shaped
pulses have been successfully used for the manip-
ulation of Rydberg wave packets in atomic [24]
and molecular dynamics [25,26]. The signal is
dispersed in a spectrometer with a CCD to achieve
spectral resolution. Ideally, the information car-
ried by the coherent FWM output is heterodyne
(phase sensitive) detected. The experimental im-
plementation is shown as a schematic in Fig. 4a,b.
The full implementation requires two NOPAs and
three pulse-shapers. Here we present data obtained
from molecular I2 at 
 90 �C. We include data
using degenerate transform limited pulses at 620
nm to illustrate the VE and SPE signals [14]. We
also include data involving the VE arrangement
using a 595 nm pump, shaped 800 nm Stokes pulse
and 800 nm probe pulse. Here we have used
homodyne detection to demonstrate the feasibility
of the experiments.
The experimental data presented in Fig. 4c

correspond to the VE setup. Because the three
beams are the same wavelength (620 nm), the
timing of the first two pulses is used to determine
which Liouville pathway leads to signal formation
[12]. The data obtained for s12 ¼ 614 fs results

from the R4 non-linear optical response. The signal
shows the time evolution of the ground state co-
herence prepared after the first two pulses. The
third pulse reads this coherence by transferring it
to the excited state where the emission arises.
The data presented in Fig. 4d correspond to the

SPE setup. Here the time delay between the first
and last pulses, s13 ¼ 460 fs, is set to cancel the
contributions from the R2 response so that the data
result only from the R3 non-linear optical response
[12]. It is clear that every 307 fs, which is the period
of oscillation of the wave packet in the excited
state, in the signal achieves a maximum value. All
laser pulses have their phases set to zero, so no
specific quantum information has been introduced
in the phase yet. Here we show the coherent ma-
nipulations of ground and excited state wave
packets and the control over the desired responses
R3 and R4.
The experimental data shown in Fig. 5 were

obtained with a pump beam at 585 nm; a shaped
Stokes beam centered at 800 nm and a probe beam
at 800 nm. The phase-matched signal emerged
centered near 590 nm and is clearly modulated by
the rotationally broadened vibronic transitions.
Although the sample was held near 463 K, the in-
dividual transitions can already be discerned. Jet
cooling, however, will sharpen considerably the

Fig. 3. The evolution of a 5� 5 density matrix (DM) in external fields for the R3 and R4 Liouville pathways. The electric field
components (above the arrows) are responsible for the optical transitions. Initially the system is represented by the zeroth-order non-

coherent DM qð0Þ. After the first pulse, the first order DM qð1Þ is generated, which is described by an electronic coherence between the

ground and the excited state. After the second pulse, the second order DM qð2Þ can be described by the vibrational coherence in the

ground state. The third pulse gives rise to the third-order DM qð3Þ that can be separated into two components, VE qðVEÞ (vibronical

coherence between excited state and initial state) and SPE qðSPEÞ (represented by coherence between vibrational states in the excited

state and vibrational states in the ground state). The VE and SPE spectral components of emission can represent a vector or a matrix,

respectively.
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spectral resolution. Three different conditions are
shown; in all cases the time delay between the first
two pulses was fixed at 1 ps. Fig. 5b,c show the
output when the second and third pulses are over-
lapped in time. Comparing these two results, we
appreciate the effect of shaping the Stokes spectral
amplitude (see Fig. 5a) on the output spectra. In
Fig. 5d, the third pulse is delayed by 2.2 ps illus-
trating the influence of intramolecular dynamics.

4. Discussion

In order to address individual vibrational ei-
genstates, the spectral resolution needs to be

 10 cm
1, based on a vibrational spacing of
40–50 cm
1 in the excited state [27]. Based on these
parameters the time delay between pulses should
be longer than 5 ps to prevent pulse overlap. The
rotational constants for iodine are BXðv00 ¼ 0Þ ¼
0:0373 and BBðv0 ¼ 40–50Þ ¼ 0:019–0:017 [27]. The
rotational Boltzmann distribution and dispersion
of rotational distribution DJ is on the order of

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kBTJ=ð2BXhc

p
Þ, where TJ is the rotational tem-

perature. The spectral width of the rotational band
ðBX–BBÞDJ 2 must be less than the spectral resolu-
tion 10 cm
1. To achieve this condition the mole-
cules must therefore be colder than 50 K. This will
be achieved using a supersonic jet expansion.
The proposed quantum computer is based on

the interference inherent among the various
quantum paths the system can take given a specific
input (three shaped pulses) to an output (the
FWM coherent emission) that can be read out [5].
Regarding the scalability of the proposed method,
the main parameter for quantum computation is
the dimensionality (N) of the available Hilbert
space. We can measure N as 2n where n is number
of qubits [1–4]. Our preliminary experiments in-
volve N ¼ 22 ¼ 4 vibrational states. We estimate
that we can easily achieve N ¼ 23 ¼ 8 or a 3-qubit
machine (as shown in Fig. 1a). In Fig. 2 we illus-
trate 2-qubit operations. Using only vibrational
states of molecular iodine it is possible to make a
processor with N ¼ 25 ¼ 32. The combination of
rotational states (as proposed in [19]) and con-

Fig. 4. Experimental setup for (a) VE and for (b) SPE types of computing. The NOPAs are pumped by a femtosecond Ti:sapphire

amplified laser. Shaped pulses are formed by spatial light modulators. VE and SPE have wave vectors k3 
 k2 þ k1 and k3 þ k2 
 k1,

respectively, and are homodyne or heterodyne detected. The homodyne detected intensities of VE (c) SPE (d) as function of time delay

time between the pulses are presented. The VE signal shows the period of the ground state vibrations (160 fs). The R4 process gives the
major contribution to the VE signal. The SPE signal is maximum for delay times that correspond to vibrations in the excited state (310

fs). The R3 process gives the major contribution to the SPE signal.
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trolled vibrations (as we propose in this article)
could achieve a much greater Hilbert space, per-
haps one with N ¼ 210 ¼ 1024. If we only control
amplitude and not phase, the number of indepen-
dent colors that need to be controlled to load a
binary number into an N-state register grows lin-
early with N. From this point of view, the scaling
of the proposed method requires exponential re-
sources, and would not be amenable to perform
Shor’s factorization algorithm [7]. Our method is
based on interference and can be used to carry out
computational tasks such as Grover type algo-
rithms [5,35]. The efficiency of our method arises
from the massive controlled interferences brought
about by the three shaped laser pulses. The num-
ber of interfering pathways is quadratic on the
number of available quantum eigenstates.
The first pulse serves to load the information

(amplitude and phase) into the eigenstates to form

vector a. The second pulse transfers the informa-
tion into a temporary memory. This step can be a
one-to-one transfer (unity matrix) or it can involve
interference among different quantum pathways
(matrix M). The third pulse can play two different
roles. In the PE setup, the third pulse loads new
information (vector b) and the signal corresponds
to the direct product, a� b. This setup may be
useful for information encryption carried out with
two unknown sources. In the VE setup, the third
pulse (matrix Q) transforms vector a into a new
vector by the product Qa. The latter can perform
complex computational tasks in one step, contrary
to the methods based on binary quantum logic.
The number of participating molecules, pho-

tons, and the efficiency of the excitation and de-
tection may give the quantum limit of the size of
the molecular device based upon this proposed
experiment. It is important to guard against an

Fig. 5. Experimental data obtained with a 585 nm pump, 800 nm (shaped) Stokes and 800 nm probe pulses. (a) Spectra of the two

Stokes pulses used in our experiments. The VE data shown in figures (b), (c), and (d) was obtained with a time delay between the first

pulses fixed at 1 ps. For (b) and (c), the second and third pulses were overlapped in time. (b) Spectrum of the signal obtained with the

pulses shaped as indicated by the thick line in (a). (c) Spectrum of the signal obtained with the pulses shaped as indicated by the thin

line in (a). (d) Spectrum of the signal obtained as in (c) but after the third pulse was delayed by 2.2 ps.
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exponential increase in physical resources in scal-
ing up the implementation [28]. Better addressing
schemes may be implemented to save on resources.
So far, no experimental method has promised the
scalability required for factoring a 500-digit num-
ber [29].
The output of a VE pulse sequence can be used

as the input for a subsequent computation. For the
SPE pulse sequence the output has the same
spectral components as the quantum gates. These
properties open the possibility to make complex
networks. The experimental implementation
would be complicated by the required amplifica-
tion of the signal and the interaction with new
pulses. Amplification noise should not be a prob-
lem, because the output is the coherent emission
from a massive ensemble of identical molecules.
Similar to NMR free induction, the photon echo
does not destroy the information contained in the
ensemble.
The last important issue we must discuss is de-

coherence. Our decoherence measurements [15]
show that relaxation times for this system are in
the hundreds of picoseconds timescale even at 470
K. With supersonic jet cooling, the relaxation time
increases up to the sub-microsecond timescale. We
showed earlier that the main source of decoherence
is inhomogeneous broadening [15]. Taking ad-
vantage of this property has been considered [30].
After canceling homogeneous and inhomogeneous
decoherence the main source of decay is sponta-
neous emission, which occurs for molecular iodine
on the microsecond scale. Furthermore, if the in-
formation is stored in the ground electronic state,
as proposed, then spontaneous emission is negli-
gibly slow. The ratio between the time for quan-
tum computation ð10
11 sÞ and coherence lifetime
ð10
7 sÞ is approximately 104. This favorable ratio
will permit complex operations with minimal loss
of coherence.

5. Conclusion

The structured optical pulses for this molecule-
based FWM computer can be treated as reset,
write, and process operations and the time gated
spectroscopic data can read out the result. The

individual operations run at a < 5 ps clock speed,
optical pulse shaping directly programs the phase
and amplitude of the molecular wave packets. This
molecular system may provide a massive number
of operations in a large volume of the Hilbert
space. The proposed method has some analogies
to NMR-based quantum computation [4,31]. As
pointed out by Warren [32], the NMR quantum
computer has two problems. The first is low clock
frequency, approximately 10–100 Hz. In our case,
using optical frequencies, the clock rates are on the
order of 1011–1012 Hz. The second is that NMR
operates in the high temperature limit. The NMR
ratio of photon energy to the temperature is
hm=kBT < 10
6 for a 10 spin system. If the system is
sufficiently noisy, exponential resources are needed
even if entanglement is present [33]. Clearly, en-
tanglement, especially mixed state entanglement,
should be better understood [34]. Certain quantum
computation algorithms with polynomial speedup
do not require entanglement [35]. Echo sequences,
as proposed here, operate in the low temperature
limit hm=kBT > 103, operate on a 1011 Hz clock,
and are thus immune to quantum noise and in-
homogeneous decoherence. An additional advan-
tage for non-linear optical methods is phase
matching which allows us to manipulate the
Liouville pathways separately or to combine them
to achieve additional interferences.
From a mathematical point of view, the pro-

posed VE and SPE processes can perform the
following functions: write, store in memory, read,
sum, scalar product, direct products, matrix
product between matrices and vectors, and can be
used to construct circuits and networks. We can
use a method similar to that proposed by Bucks-
baum and co-workers [11,24] for interference be-
tween two or more coherent wavefunctions to
encrypt information or for mathematical summa-
tion. The large Hilbert space and the freedom to
construct complex quantum gates give us the
possibility to operate with massive coherent
quantum information even within one three-pulse
sequence. The drastic speed increase and greater
resilience to noise over NMR are attractions of
this approach. Quantum error correction, to pro-
tect against the effects of spurious environmental
interactions as proposed by Shor [7], will not be
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needed. Therefore, the implementation is much
simpler and allows one-pass operations that do not
require feedback. Work is proceeding in our lab-
oratory on the full experimental implementation of
the proposed method. The method is not restricted
to gas phase iodine, quantum dots or other mol-
ecules in gas or condensed phases may have certain
advantages.
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