COHERENT NONLINEAR SPECTROSCOPY: From Femtosecond Dynamics to Control
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Abstract This review focuses on the study of the dynamics of isolated molecules and their control using coherent nonlinear spectroscopic methods. Emphasis is placed on topics such as bound-to-free excitation and the study of concerted elimination reactions, free-to-bound excitation and the study of bimolecular reactions, and bound-to-bound excitation and the study of intramolecular rovibrational dynamics and coherence relaxation. For each case the detailed time-resolved information reveals possible strategies to control the outcome. Experimental results are shown for each of the reactions discussed. The methods discussed include pump-probe and four-wave mixing processes such as transient grating and photon echo spectroscopy. Off-resonance transient-grating experiments are shown to be ideal for the study of ground state dynamics, molecular structure, and the molecular response to strong field excitation.

INTRODUCTION

The early calculations carried out by Hirschfelder & Eyring on the dynamics of the H + H₂ reaction in the 1930s revealed the femtosecond time scale of fundamental chemical processes such as bond breakage and bond formation (1). Scientists have been pushing the technological edge to be able to reach the time scale at which these chemical events occur. In the mid-1950s the resolution was in the microsecond time scale with the pump-probe work of Porter (2, 3). The invention of the laser in the 1960s facilitated the rapid progress to the nanosecond and then to the picosecond time scale (4). By 1984, scientists had arrived at the femtosecond time scale with measurements of fundamental processes such as the photochemistry of bacteriorhodopsin and the intramolecular relaxation time of large organic molecules in the gas phase and in solution (5–10). In 1985, Zewail began to probe the ultrafast dynamics of isolated molecules with subpicosecond time resolution (11), and by 1987, published the first time-resolved observation of transition states in a chemical reaction (12). The significance of these measurements, recognized by the Nobel prize in 1999, was that Zewail had captured the essence of a
chemical reaction in a system that had a well-defined reaction coordinate and was not complicated by the solvent response.

Given that the generation of ultrafast pulses has outpaced the development of ultrafast detectors, the study of ultrafast chemical dynamics requires the use of methods that involve multiple laser pulses. One or more pulses initiate the chemical reaction and one or more probe its progress. The involvement of multiple laser pulses implies that these measurements belong to the realm of nonlinear optical spectroscopy. This distinction is of importance when seeking a thorough understanding of the signals. In linear spectroscopy, one is concerned with absorption or emission. In nonlinear optics, the processes involve the coherent interaction between the sample and one or more of the laser pulses (13–15). Coherent nonlinear spectroscopic methods provide the means to study molecular dynamics and to explore laser control of chemical reactivity.

The goal for active laser control is to devise electromagnetic fields that drive the outcome of a chemical reaction in the desired direction (16–20). There are two main approaches to this problem. The frequency-resolved scheme (also known as coherent control), proposed by Brumer & Shapiro (21, 22) utilizes quantum interference between different pathways to a final state to exert control over the outcome. One of the most striking demonstrations of this scheme is found in the work of Gordon and co-workers, controlling autoionization versus predissociation in HI and DI molecules (23, 24). The time-resolved scheme (also known as pump-dump), proposed by Tannor et al (25, 26), exploits the time-dependent motion of wave packets created by ultrafast (usually femtosecond) laser pulses to manipulate the outcome of the reaction. Experimental demonstrations of this control scheme are found in many pump-probe time-resolved experiments, for example, the excitation of I₂ to produce either the D (\(\Sigma^+_u\)) or the F (\(\Pi_l\)) states (27), or the production of Na⁺ or Na₂⁺ as a function of time delay between pump and probe pulses (28–30) and the isotopic separation of bromine (31), and more recently, the preparation of groundstate wave packets of K₂ (32). Wilson and coworkers generalized this approach to obtain a formalism that is more amenable for the study of thermal ensembles of molecules (33, 34).

The search for an optimal electromagnetic field in terms of spectral and temporal composition to control the outcome of a chemical reaction was formalized by Rabitz and coworkers (35, 36). Optimization of the Tannor-Rice pump-dump scheme for controlling the selectivity of product formation was considered by Kosloff et al (37). The application of chirped pulses to shape nuclear wave packets and enhance vibrational coherence was proposed by Ruhman & Kosloff (38). Broers et al demonstrated the use of chirped pulses to enhance the population transfer in the three-state ladder of the rubidium atom (39). Experimental (40) and theoretical (41, 42) studies on the effect of chirped pulses on the multiphoton excitation of molecules showed that the traditional saturation limits can be exceeded, thereby facilitating population inversion. The groups of Shank, Wilson, Leone, and others have shown experimental evidence that tailored femtosecond pulses can be
used to modify the initial wave packet formed by the excitation laser (43–53). In some cases, tailored pulses (chirp) can be used to enhance single and multi-photon transitions (54–57) as well as excitation of high vibrational states (58, 59). Experimental demonstration of optical control using shaped laser pulses on multi-dimensional systems has been shown by Gerber’s group, who optimized the yield of different product channels (60). Bucksbaum’s group showed selective Raman excitation of the symmetric and antisymmetric OH stretch in liquid methanol (61).

In the following sections we focus on the application of coherent nonlinear spectroscopic techniques to study isolated chemical reactions and their control, in which all laser interactions take place on a time scale that is short compared with the coherence relaxation. The protocol we follow is first to understand the ultrafast dynamics involved, selecting systems with a well-defined reaction coordinate, and then to consider a rational method for their control using lasers. We explore bound-free concerted elimination reactions and free-bound bimolecular reactions, both of which are best studied in the gas phase, in which there is no solvent cage to dictate the progress of the reaction. The section on bound-bound molecular transitions focuses on inter- and intramolecular dynamics and relaxation. Experiments using four-wave mixing methods reveal mechanisms for controlling the dynamics and energy flow. We have attempted to illustrate each section with a number of experimental results from our group, rather than attempt a comprehensive review of each topic.

METHODS

Advances in ultrafast laser technology have permitted the development of commercial units capable of carrying out most ultrafast experiments. For this reason, we do not describe these laser systems in detail. Instead we concentrate on describing the setups typically used for nonlinear optical measurements. The experiments described here were carried out with two types of laser systems (see Figure 1). The first is based on a home-built colliding pulse mode–locked laser (62–64) amplified by a four-stage dye amplifier (65). After amplification the system produces pulses centered at 620 nm with 0.5 mJ in energy at a repetition rate of 30 Hz. The second system is based on a Kapteyn-Murnane oscillator capable of producing 13 fs pulses when compressed. This laser is regeneratively amplified by an Evolution X pumped Spitfire (Spectra Physics). The output, centered at 810 nm consists of pulses with 0.8 mJ in energy at a repetition rate of 1 kHz. Both laser systems produce transform-limited pulses of 50-fs duration, as measured by frequency-resolved optical gating (66).

The two techniques used most frequently in our laboratory are pump-probe and degenerate four-wave mixing (FWM). For pump-probe measurements the laser, after the compression, is split into two arms of a Mach-Zhender interferometer. Typically, one beam is frequency doubled. The two pulses are then recombined and
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Figure 1  (Top) Schematic of two experimental set-ups used in our laboratory with their main characteristics. (Bottom) Three most commonly used nonlinear optical techniques in time resolved spectroscopy.
focused into the sample cell and fluorescence is detected at right angles (67). When required, tunability is achieved with two-stage noncollinear optical parametric amplifier system, generating tunable ∼20-fs pulses in the 450- to 1600-nm range (68). Gas-phase measurements can be carried out in gas bulbs or in molecular beams. The signal detected can be laser-induced fluorescence, mass selected ions, or photoelectrons.

For FWM measurements, the laser beam is split by two successive beam splitters into three beams of approximately equal intensity and attenuated down to ∼20 µJ each. Pulses are delayed with respect to each other by a computer-controlled actuator. The three beams are combined in a specific phase-matching geometry (69, 70) and focused by a 0.5 m lens in a quartz cell containing the gas-phase sample (see Figure 1). In this configuration the FWM signals are detected in the direction \( \mathbf{k}_S = \mathbf{k}_a - \mathbf{k}_b + \mathbf{k}_c \). The subindices a, b, and c are used to identify the beams in space, but the pulses can take any time order 1, 2, or 3; therefore, for the same phase-matching geometry, different phenomena such as stimulated photon echo, virtual echo, transient grating (TG), and reverse TG (RTG) can be detected (71). The signal can be time integrated (homodyned) or time gated (heterodyned); similarly, the signal can be spectrally integrated or spectrally dispersed (71–75).

BOUND-FREE TRANSITIONS: CONCERTED-ELIMINATION CHEMICAL REACTIONS

Concerted chemical and biochemical processes have been of great interest, particularly since the publication of Woodward & Hoffmann’s work on pericyclic reactions (76). A concerted reaction is defined as one for which multiple fundamental changes (such as bond formation, charge transfer, etc) occur in a single kinetic step (76–79). In practice, this means that a reaction is considered to be concerted if there is no evidence of intermediate stages. Therefore, the classification depends on the sensitivity of the chosen method to detect the short-lived intermediates. A reaction that is rapid compared with the detection method could be erroneously considered concerted. Molecular beam techniques have been used to determine gas-phase reaction mechanisms (80). These methods have a temporal resolution comparable with the rotational period of the molecules (≈10⁻¹² s) and have been useful in determining the concertedness of chemical reactions by analysis of the velocity and angular distribution of the products (81–83).

The use of femtosecond transition state spectroscopy to detect the presence of reaction intermediates was introduced by Zewail and coworkers (84). Their time-resolved experiments on the α-cleavage reaction of acetone and on the decarbonylation of cyclopentanone have shown that both reactions proceed by a stepwise (nonconcerted) mechanism (85, 86). In the condensed phase, the solvent provides a “cage” that keeps the reagents and products of a chemical reaction in close proximity, making it difficult to determine if a reaction proceeds by a concerted mechanism. This determination, therefore, is ideally carried out on
isolated molecules. One example that has received a great deal of attention recently is the tautomerization reaction of 7-aza-indole (87–90). Time-resolved gas-phase measurements indicate that the two hydrogen bonds are traded in a nonconcerted fashion (87, 88).

Recently, several groups have addressed the ultrafast dynamics involved in the concerted elimination of halogen molecules following the high-energy excitation of halogenated alkanes (91–104). The reaction channel \( \text{CH}_2\text{I}_2 \rightarrow \text{CH}_2 + \text{I}_2(\text{D}') \) was first investigated by Style (105, 106) and Okabe (107). Our group has investigated the femtosecond time scale dynamics of this reaction (95, 97, 98). Huber and coworkers have studied the high-energy dissociation pathways of CF\(_2\)I\(_2\) with excitation between 248 and 351 nm. Their findings indicate that production of I and I\(^*\) constitute the major dissociation channels for the reaction at these wavelengths (83, 91, 101, 102). As in diiodomethane, difluorodiiodomethane also produces I\(_2\) following high-energy excitation; in this case, the reaction is initiated with absorption of two photons of 267 nm (101). This study did not identify the electronic state of the molecular halogen or its vibrational or rotational energetics. Schwartz et al have studied the photodissociation dynamics of CH\(_2\)I\(_2\) with femtosecond lasers in different solvents (92). Their work focused on the reaction pathway initiated by the 310-nm pump that leads to the production of CH\(_2\)I + I. They followed the geminate recombination reforming the parent molecule by measuring transient absorption at 620 nm. The initial dynamics that take place upon excitation of CH\(_2\)I\(_2\) have been studied by Duschek et al in the gas phase (108) and in solution by Kwok & Phillips using resonance Raman scattering between 342 and 369 nm (93, 94), and by Sundström and coworkers using pump-probe spectroscopy (103). Their findings indicate the involvement of the I-C-I symmetric stretch, antisymmetric stretch, and bending vibrational modes.

Femtosecond pump-probe measurements from our group showed that high-energy excitation produces molecular iodine by a concerted process (56, 95–100). Coherent vibrational motion in the I\(_2\) product was observed (95, 98, 100). Analysis of the transition state dynamics shows that the two-carbon halogen bonds are broken and the new interhalogen bond is formed within 50 fs. When the dissociation dynamics of CH\(_2\)I\(_2\) and CH\(_3\)(CH\(_2\))\(_2\)CHI\(_2\) were compared, the transition state lifetime for CH\(_3\)(CH\(_2\))\(_2\)CHI\(_2\) was found to be approximately two times longer than the lifetime of CH\(_2\)I\(_2\) (97, 98). Analysis indicated that the difference in lifetime could be attributed to the change in the reduced mass of the carbene fragment, therefore, the reaction occurs faster than intramolecular vibrational relaxation (IVR) to the alkane chain.

Figure 2a depicts a cut of the potential energy surfaces for this system. The pathways that lead to the production of I and I\(^*\) by stepwise photodissociation processes are shown on the left. The pathways shown on the right-hand side of the figure lead to dihalogen molecules produced through concerted elimination mechanisms, the CH\(_2\) + I\(_2\)(D\') channel, and a less probable channel leading to CH\(_2\) + I\(_2\)(f) (98, 100). The former showed very small differences for time delay
greater than zero when probed with parallel or perpendicular polarized light while the latter showed very clear rotational anisotropy (99, 100) (see Figure 2b and 2c). This rotational component of the data allowed us to have a much clearer picture of the mechanism involved in this dissociation process. Analysis of the rotational anisotropy indicated that I_2(f) is produced with a very hot rotational distribution (100). Using classical mechanical modeling of the dynamics, we confirmed that the symmetry of the molecule must be broken in the dissociation to achieve such a hot rotational distribution. An asynchronous concerted process does not conserve the C_{2v} symmetry and is consistent with the observed dynamics. A synchronous concerted mechanism in which the C_{2v} symmetry of the parent is conserved would produce rotationally cold products. In conclusion, the I_2(D') pathway is consistent with a synchronous concerted mechanism, whereas the I_2(f) pathway is consistent with an asynchronous concerted mechanism.

The concerted reaction occurs following 12 eV excitation. Electronic structure calculations are not capable of providing an accurate potential energy surface for molecules containing two heavy atoms at these high energies. In the absence of a potential energy surface, we assume, as a first-order approximation, that the parent molecule behaves as a pseudodiatomic, breaking into the carbene radical and the halogen molecule, and that the fragments reach terminal velocity immediately following the dissociation. We have studied the concerted elimination of halogen molecules from a family of compounds, CX_2YZ (where X = H, F, or

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Reaction enthalpy (eV)</th>
<th>Energy available a (eV)</th>
<th>Reduced mass b (a.m.u.)</th>
<th>Experimental time (fs)</th>
<th>E_{kin}/E_{avail} c</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH_3I_2 → CH_3 + I_2(D')</td>
<td>8.38</td>
<td>3.62</td>
<td>13.3</td>
<td>47 ± 3</td>
<td>0.34</td>
</tr>
<tr>
<td>CH_3 + I_2(f)</td>
<td>9.20</td>
<td>2.80</td>
<td>13.3</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CD_3I_2 → CD_3 + I_2(D')</td>
<td>8.38</td>
<td>3.62</td>
<td>15.1</td>
<td>47 ± 3</td>
<td>0.50</td>
</tr>
<tr>
<td>BuI_2 → Bu + I_2(D')</td>
<td>8.38</td>
<td>3.62</td>
<td>46.0</td>
<td>87 ± 5</td>
<td>0.35</td>
</tr>
<tr>
<td>CH_3Br_2 → CH_3 + Br_2(D')</td>
<td>10.50</td>
<td>1.50</td>
<td>12.9</td>
<td>59 ± 1</td>
<td>0.52</td>
</tr>
<tr>
<td>CF_3Br_2 → CF_3 + Br_2(D')</td>
<td>8.50</td>
<td>3.50</td>
<td>38.1</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CCl_3Br_2 → CCl_3 + Br_2(D')</td>
<td>8.80</td>
<td>3.20</td>
<td>54.6</td>
<td>81 ± 4</td>
<td>0.54</td>
</tr>
<tr>
<td>CH_3ICl → CH_3 + ICl(D')</td>
<td>8.40</td>
<td>3.60</td>
<td>12.9</td>
<td>48 ± 1</td>
<td>0.32</td>
</tr>
<tr>
<td>CH_3 + ICl(G)</td>
<td>9.20</td>
<td>2.80</td>
<td>12.9</td>
<td>71 ± 4</td>
<td>0.19</td>
</tr>
</tbody>
</table>

a (95–100, 104).

b Energy available is calculated by subtracting the reaction enthalpy from the photon energy (12 eV).

c Reduced mass is calculated assuming a two-body, carbene-halogen, molecular dissociation. The lifetimes are the results of femtosecond time-resolved measurements from our group (95–100, 104).

d Kinetic energy is calculated from the experimental dissociation time (see text), and the ratio between the kinetic energy and the available energy can be used to compare energy partitioning among the different reactions.
Cl and Y, Z = Cl, Br, or I) (see Table 1). We have assumed that the potentials are similar within this family, which allows us to compare the transition state lifetimes among these compounds. If we consider that the time it takes the product to achieve terminal velocity is negligible, we can use the expression for the kinetic energy, \( E_{\text{kin}} = \frac{1}{2} \mu v^2 \), and substitute the velocity \( v \) by \( L/\tau_{\text{exp}} \). Where \( L \) is the distance required for bond breaking, \( \tau_{\text{exp}} \) is the experimental dissociation time (i.e. transition state lifetime) and \( \mu \) is the reduced mass calculated for the pseudodiatom (carbene-dihalogen) molecule. The kinetic energy \( E_{\text{kin}} \) represents the energy available for recoil after the enthalpy of reaction and internal energy (vibrational and rotational energy) of the products have been subtracted from the photon energy.

Based on this model we can compare the dissociation dynamics of nine related concerted elimination reactions. Table 1 compares the transition state lifetimes of \( \text{CH}_2 \text{I}_2 \), \( \text{C}_2 \text{D}_2 \text{I}_2 \), \( \text{CH}_3(\text{CH}_2)_2\text{CHI}_2 \), \( \text{CH}_2 \text{Br}_2 \), \( \text{CF}_2 \text{Br}_2 \), \( \text{CCl}_2 \text{Br}_2 \), and \( \text{CH}_2 \text{ICl} \). The data were collected consecutively, with the laser intensity kept constant to avoid apparent differences in dissociation times resulting from saturation of the transitions. For this comparison, we take the total photon energy and subtract the reaction enthalpy to yield the available energy for the reaction, \( E_{\text{avail}} = h\nu - \Delta H \). The ratio \( E_{\text{kin}}/E_{\text{avail}} \), where \( E_{\text{kin}} \) is estimated from \( \tau_{\text{exp}} \) as discussed above, gives us a parameter to compare the energy partitioning in the reactions and is given in the sixth column of Table 1. When \( E_{\text{kin}}/E_{\text{avail}} = 0.34 \), the energy partitioning is similar to the reaction for \( \text{CH}_2 \text{I}_2 \). When the ratio is greater, more energy is partitioned into translation. Finally, when the ratio is smaller, the fragments acquire more internal energy in the form of vibrations and rotations.

The data in Table 1 can be used to estimate dissociation times. The ratio of the dissociation time is given by

\[
\frac{\tau_1}{\tau_2} = \left[ \frac{(E_{\text{photon}} - \Delta H_2)\mu_1}{(E_{\text{photon}} - \Delta H_1)\mu_2} \right]^{1/2},
\]

where we assume that \( L_1 \approx L_2 \) and \( E_{\text{kin}} \approx E_{\text{avail}} \) as a first approximation. We first compare the dissociation times of reactions with equal reaction enthalpy, such as \( \text{CH}_2 \text{I}_2 \) (reagent 1) and \( \text{CH}_3(\text{CH}_2)_2\text{CHI}_2 \) (reagent 2), producing \( \text{I}_2(\text{D}) \). The ratio between the experimentally determined dissociation times is \( \tau_2/\tau_1 = 1.85 \) (see Table 1); the ratio of the estimated dissociation times based on Equation 1 is \( \tau_2/\tau_1 = 1.85 \). The agreement in this case is remarkable, indicating that the assumptions \( L_1 \approx L_2 \) and a similar kinetic energy partition are valid. Second, we compare the experimental dissociation times of reactions having different enthalpy, such as \( \text{CH}_2 \text{Br}_2 \) (reagent 1) and \( \text{CCl}_2 \text{Br}_2 \) (reagent 2). The ratio of the experimental dissociation times is \( \tau_2/\tau_1 = 0.73 \), where the ratio of the estimated times using Equation 1 is \( \tau_2/\tau_1 = 0.71 \). The small difference between the experimental ratio and the value obtained using Equation 1 might indicate small differences in the energy partitioning or reflects differences in the potential energy surface. From these results it is clear that the concerted elimination of halogen molecules is a direct process that takes place on a time scale faster than IVR. These observations
indicate that there is a time window of \( \sim 100 \text{ fs} \) to control the yield of these chemical reactions using a tailored laser pulse.

Inspired by the work of Shank and coworkers and Wilson and coworkers on the enhancement of three-photon excitation using chirp (55, 109, 110), we have explored the effect of chirp on the multiphoton excitation of \( \text{CH}_2\text{I}_2 \) with 312-nm laser pulses (56). The product-state distribution (electronic, vibrational, rotational, and translational) resulting from the photodissociation of polyatomic molecules depends upon the potential energy surfaces participating in the fragmentation process, along with their couplings and the characteristics of the incident electromagnetic field (111). The field is characterized by its frequency, duration, intensity, and chirp. Chirp is caused by the propagation of laser pulses through matter that leads to group velocity variations as a function of frequency within the pulse, thus causing a frequency sweep (112, 113). In most cases, the group velocity variation causes a positive chirp in which the leading edge of the pulse is red-shifted and the trailing edge is blue-shifted with respect to the central frequency of the pulse. Negative chirp corresponds to the opposite effect. Increases in absolute chirp lead to a temporal broadening of the pulse and are usually considered detrimental for the study of ultrafast phenomena, in which the best time resolution is required.

The shape and time evolution of a wave packet \( \psi(t) \) produced through absorption of an ultrafast laser pulse are determined by the phase factors in the following expression:

\[
\psi(t) = \sum_n a_n e^{-iE_n t/\hbar} \phi_n,
\]

where \( E_n \) and \( \phi_n \) denote the eigenvalue and eigenfunctions of each eigenstate \( n \). The coefficient \( a_n \) is given by \( a_n = b_n e^{i\phi_n} \), where \( b_n \) depends on the Franck-Condon overlap between the initial state and each final state \( n \). The phase \( \phi_n \) depends on the linear chirp of the pulse, \( \phi' \), where \( \phi_n = \frac{1}{2} \phi' \left( \omega_n - \omega \right)^2, \omega_n = \left( E_n - E_0 \right)/\hbar \) is the transition frequency of level \( n \), and \( \omega \) is the carrier frequency of the laser pulse. The initial phase factor of each coefficient is equal for all states when excitation takes place with transform limited pulses, that is, \( \phi' = 0 \). Therefore, the shape and dynamics of the wave packet can be controlled with the goal of affecting the outcome of a chemical process using chirped pulses.

Figure 3 presents the yield of the molecular pathway determined by detection of \( I_2 \) \( D' \rightarrow A' \) fluorescence intensity as a function of chirp. Increasing the chirp enhances the photodissociation yield significantly (56). The molecular pathway enhancement is found to be nonsymmetric for high fields, favoring positive over negative chirps. For example, the enhancement for \( \phi'' = -1500 \text{ fs}^2 \) is 1.2, whereas for \(+1500 \text{ fs}^2 \) it is 3.2 (see black circles in Figure 3). This observation implies that the observed enhancements are not due to pulse width effects, but they depend on the magnitude and sign of the linear chirp. The two scans shown in Figure 3a were obtained under identical conditions except for the intentional changes in the pulse intensity from \( 0.8 \times 10^{12} \) to \( 1.6 \times 10^{12} \) \( \text{W/cm}^2 \) (calculated for zero chirp pulses). The data are shown normalized to laser pulse energy (such that the yield
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for the transform-limited pulses equals unity) but are not corrected for the change in peak intensity caused by pulse broadening as a function of chirp. The effect of laser intensity on these control experiments is shown in Figure 3b, where the molecular pathway yield is shown to increase for positive 2400 fs$^2$ chirp by factors of 3 to 24 as the intensity of the laser pulses is increased from $0.8 \times 10^{12}$ to $2.4 \times 10^{12}$ W/cm$^2$.

Considerable differences were observed between the dependence of the molecular pathway yield on laser pulse chirp depending on the central wavelength of the excitation pulse (56). For 624 nm, the yield of $I_2(D')$ was found to decrease with absolute chirp, whereas for 312 nm it increased. The probability of multiphoton transitions, in general, is proportional to the peak intensity raised to the $n^{th}$ power ($I^n$), where $n$ is the number of photons. Therefore, multiphoton excitation is expected to be maximized for transform-limited pulses. For 624 nm excitation, the maximum yield was found for a chirp of $-500$ fs$^2$; however, for 312 nm the maximum yield was found for a chirp of 2400 fs$^2$ (56). Based on a peak intensity argument, the transition probability for the three-photon transition and hence the yield would have been expected to decrease by one order of magnitude because the pulse width triples at this chirp value.

The effects caused by chirp in the excitation pulses reflect characteristics of the potential energy surfaces and the nascent wave packet dynamics. For diatomic $I_2$, Cao et al explained their observed chirp effects based on quantum mechanical calculations that show a “wave-packet following” effect for positive chirp (110). The potential energy surfaces of CH$_2$I$_2$ are not known, which prevents us from giving an accurate quantum mechanical description of the effect. In principle, a similar wave-packet following effect could be responsible, given that the first photon transition is resonant, as in the $I_2$ experiment from Wilson’s group (55).

FREE-BOUND BIMOLECULAR REACTIONS: PHOTOASSOCIATION

Bimolecular reactions have proven to be extremely difficult to study using time-resolved methods because an encounter between two reagents is required. In the gas phase these encounters occur at random times, with random configurations and
random energies. The experimental challenge is to devise ways to determine or restrict the initial collision conditions, such as impact parameter, orientation, collision energy, and time of collision. Traditional methods for studying bimolecular reactions include the use of molecular beams where the energy of the reactions can be regulated and special detectors to track the energy and position of the products (80, 81, 114, 115).

A number of methods have been proposed to obtain a detailed understanding of a bimolecular encounter. The interpretation of unimolecular dissociation reactions as the “half collision” is one such effort based on the principle of microscopic reversibility (116). According to this interpretation, a unimolecular photodissociation is equivalent to the second half of a full collision. The first half would involve the collision of the fragments. Clearly, only very specific initial conditions, such as impact parameter and reagent energies, would reproduce the observed dissociation dynamics. Therefore, unimolecular dissociation provides detailed information that is relevant to a very small subset of the possible bimolecular pathways.

Brooks et al used laser excitation during reactive collisions to study the transition states of chemical reactions (117). In their study, a nanosecond laser, not resonant with the asymptotic transitions of reactants or products, was used to open a chemiluminescent product channel; this was perhaps one of the first attempts to change the course of a bimolecular reaction by excitation of the transient collision complex. A different approach to the study of bimolecular reactions with ultrafast pulses takes advantage of van der Waals clusters involving the two precursors (118–122). These clusters, formed in a supersonic jet expansion, are cooled into the most energetically stable configuration, thereby reducing the range of initial reaction parameters. Essentially, the bimolecular encounter is converted into a unimolecular dissociation; therefore, the collision geometry is restricted, and with it the impact parameter. Laser excitation liberates one of the reagents or excites one of the reagents to a reactive state in order to initiate the reaction. The laser determines the available energy and the time of collision. These studies have been carried out using frequency (119) as well as time-resolved methods (118, 120–122). The computation of time-dependent dynamics in excimer molecules formed from van der Waals clusters has been considered by Petsalakis et al (123).

A method that has emerged as a new possibility in the study of bimolecular reactions is femtosecond photoassociation spectroscopy (99, 124–126). The photoassociation process, involving cooperative absorption of a photon by a pair of unbound atoms or molecules, causes bond formation between them in a free-to-bound photonic transition. Although photoassociation has been known at least since 1937 (127), the chemical implications of this process were described conceptually much later by Dubov et al (128). Photoassociation has been used for the spectroscopic study of excimer and exciplex molecules that have a repulsive ground state (129–138) and more recently has gained interest because of its role in the generation of ultracold molecules (139–153), the real time observation of bimolecular reactions (124, 154), and control of bimolecular encounters (99, 126, 155).
Even though most of the work in the area of laser control of chemical reactions has been dedicated to unimolecular processes (20, 156), some groups have begun to investigate how to control bimolecular reactions (157–160). The yield of a bimolecular reaction is determined by the energy of the collision, relative orientation of the reactants, and impact parameter of the encounter. The photoassociation process has been demonstrated to achieve control of these three key parameters (99, 126). Short-pulse photoassociation provides a well-determined initiation time for the reaction as well as an alignment with respect to the laboratory frame. These additional parameters allow for very detailed studies of bimolecular chemical reactions. Studies from our group have established that photoassociation is possible with femtosecond laser pulses, bringing the technique to the time scale of vibrational motion ($10^{-14}$–$10^{-12}$ s) (124, 126). The goal of our work has been to perform time-resolved measurements of transition state dynamics during reactive bimolecular collisions, to demonstrate control over the impact parameter of bimolecular reactions, and to establish the dependence of the photoassociation process on different laser characteristics (duration, frequency, and chirp) in order to explore the optimum balance between wavelength selectivity and temporal resolution. In Figure 4a a sketch of the photoassociation process $\text{Hg} + \text{Hg} \rightarrow \text{Hg}_2^*$ is presented. The gray region represents the thermal population of free continuum states. Notice that resonance occurs only in a narrow range of internuclear distances, primarily at the “repulsive wall.” The binding wavelength is not absorbed by van der Waals clusters near the equilibrium distance or by the free reagents. The selectivity of the photoassociative process arises from the Franck-Condon overlap between the continuum wave functions in the ground electronic state and the bound wave functions of the upper state.

We have performed pump-probe experiments on the reaction $\text{Hg} + \text{Hg} \rightarrow \text{Hg}_2^*$, where a 312-nm pump pulse photoassociates a pair of ground state Hg atoms into the bound excited state $D_{1u}$. The fluorescence of the $\text{Hg}_2 \ D \rightarrow X$ is collected as a function of the delay time between the pump and probe pulses as shown in Figure 4b for pulses that are polarized parallel and perpendicular to each other. For positive time delays, depletion of the $D_{1u}$ state takes place as the molecules are excited to the $1_g$ state by the probing pulse. The difference between both parallel and perpendicular transients indicates that the photoassociation process of this reaction is anisotropic with respect to the collision pair alignment. Because the pump laser is polarized, the nascent product molecules are aligned. This implies that a maximum in the depletion probability is expected for parallel pump-probe relative polarization (99). The fast onset of the depletion indicates that the photoassociation of free mercury atoms occurs within the laser pulse duration time. The large rotational distribution of the excimers leads to the dephasing of the rotational coherence. In that way, the rotational anisotropy decay depends on the rotational distribution parameters: the central quantum rotational level, $J_{\text{max}}$, and the range $\Delta J$. When a rotational distribution model is adopted, $J_{\text{max}}$ and $\Delta J$ can be obtained from a numerical fitting of the experimental rotational anisotropy, indicating that the photoassociation products have a narrow rotational distribution. The rotational
level distribution of the products reflects the range of collisional impact parameters that contribute to the photoassociation process, \( b = j_{\text{max}} \hbar/\mu v \). Control of the range of the collisional impact parameter can be achieved with the wavelength of the binding pulse through the Franck-Condon dependence of the photoassociation process (99, 126), which in turn determines the rotational excitation of the products. The results obtained for photoassociation at 312 nm (shown in Figure 4c) yield a rotational distribution with \( j_{\text{max}} \approx 30 \) and \( \Delta j = 90 \) based on a Gaussian distribution model. From this we can estimate the most probable impact parameter to be \( b \approx 0.6 \, \text{Å} \). The experimental results are in agreement with the quantum dynamics calculations of Backhaus & Schmidt (154). The most probable impact parameter for hard-sphere collisions in the absence of photoassociation is \( b \approx 3.2 \, \text{Å} \). The difference in the impact parameter for the photoassociation at 310 nm and hard-sphere collisions indicates how the photoassociation process can be used to control the collision geometry and to limit the range of impact parameters.

Calculations of the photoassociation yield for a free-to-bound transition as a function of the pulse duration are shown in Figure 4d for different binding pulse wavelengths (155). In all cases the number of photons per laser pulse is kept constant, and a constant initial kinetic energy of the colliding atoms is assumed. The association yield features the following two interesting aspects. Starting from 100 fs and shorter pulse lengths, the yield shows a local maximum at approximately 10 fs for each laser wavelength. For increasing pulse length (\( \tau_{\text{pulse}} > 100 \, \text{fs} \)), the yield exhibits an additional maximum in the range from \( 10^4 \) to \( 10^6 \) fs for some laser frequencies. The enhancement of the association yield in the regime of ultrashort pulses can be readily explained by the following argument. For \( \tau_{\text{pulse}} \approx 10 \, \text{fs} \), the pulse spectrum overlaps almost the entire bond potential, resulting in an increase of the association yield. For even shorter pulse lengths, the energetic width exceeds the range of bound states, and the association yield decreases again. These competing effects lead to the maximum in the association yield at about 10 fs. For picosecond pulses (\( 10^4 \text{–} 10^5 \) fs), resonance with a free-to-bound transition for a certain final rovibrational level of the excited state leads to the enhancement of the photoassociation probability.

BOUND-BOUND MOLECULAR TRANSITIONS:
VIBRATIONAL DYNAMICS AND COHERENCE

Molecular dynamics are critically dependent on the inter- and intramolecular flow of energy. In the past decades there has been a considerable effort to measure and understand the flow of energy in the gas and condensed phases. The initial concepts of laser control of chemical reactions assumed that energy would remain localized in certain chemical bonds long enough to control reactivity (161–168). It was soon discovered that even for isolated molecules the energy dispersed among all accessible degrees of freedom in the picosecond time scale. Extensive studies carried out in the 1980s and 1990s on IVR processes and advances in ultrafast
lasers are combining to obtain a better understanding of these processes from small isolated molecules to large proteins in solution (169–171). Conceptually, the laser-sample interactions must take place in a time that is short compared to IVR (170). This concept is embodied in the pump-dump theory (16, 25). On the experimental front, the development of lasers with femtosecond pulse duration made the pursuit of this work possible (10, 62, 63, 65). Zewail’s group quickly incorporated these techniques and dedicated their work to study the ultrafast dynamics of chemical reactions in the gas phase (172–174). The experimental observation of vibrational dynamics caused by impulsive excitation of multiple vibrational levels using femtosecond pulses in a pump-probe or in a TG arrangement provided experimental evidence of wave packet localization (9, 175–182). The ability to determine the position of a wave packet in time and space (within the constraint of the uncertainty principle) indicated that the pump-probe method is equivalent to the pump-dump technique (16, 25, 26) and could be used to control chemical processes (27, 28).

There are a number of successful laser techniques that have shown promise in schemes aimed at controlling chemical reactivity with lasers (e.g. pump-dump, interference of two or more pathways, and multiphoton excitation). All of these methods can be combined to achieve more general schemes for controlling chemical reactivity. Four-wave mixing with phase-matching detection is an ideal platform for the coherent combination of degenerate laser pulses. Phase-matching detection ensures that the signal arises from the coherent contribution of the laser beams without requiring active phase control. Our work on degenerate four-wave mixing (FWM) has shown that pulse sequences can be used to probe the vibrational dynamics of molecules in a specific electronic state and to control coherence and population transfer between different states (71, 73, 74, 183, 184). This work has been a combination of experimental observation and theoretical interpretation based on density matrix and wave packet simulations (73, 184, 185).

The FWM signal results from the polarization of the sample following three consecutive electric field interactions. The lasers and detector are arranged in a phase matching configuration that conserves energy and momentum. This ensures coherent interactions among the beams and determines the sign of the electric field interactions with the sample. Each electric field can be described by \( E(t) = E(t)e^{i(k \cdot x - \omega t)} + E(t)^*e^{-i(k \cdot x - \omega t)} \), where \( E(t) \) is the time-dependent amplitude of the field, \( k \) is the wave vector, \( x \) is the space coordinate of the sample and \( \omega \) is the carrier frequency of the laser. Because of the geometrical arrangement, the contribution of beams \( E_a \) and \( E_c \) always carry a positive wave vector, and beam \( E_b \) a negative one (see Figure 1). The pulse sequence can be chosen to obtain different nonlinear optical processes. For example, the pulse sequence with the temporal order \( \exp[i(k \cdot x - \omega t_1)], \exp[-i(k \cdot x - \omega t_2)], \) and \( \exp[i(k \cdot x - \omega t_3)] \), is known as virtual echo (186), whereas the pulse sequence with the temporal order \( \exp[-i(k \cdot x - \omega t_1)], \exp[i(k \cdot x - \omega t_2)], \) and \( \exp[i(k \cdot x - \omega t_3)] \), is known as stimulated photon echo (15). Notice that each beam interacts only once with the molecules and that one is able to determine the signs for the electric field...
interactions within the constraints of the phase-matching detection geometry. This flexibility is not usually available with collinear pulses.

Here we illustrate how the time delay between the first two pulses can be used to control the FWM signal. The signal is proportional to the square of the average third-order polarization given by $P^{(3)} = \text{Tr} \{ \hat{\rho}^{(3)} \hat{\mu}_\text{e} \}$, where $\hat{\rho}^{(3)}$ is the third-order density matrix and $\hat{\mu}$ the dipole moment operator. We derive simplified expressions for the density matrix elements with first-, second-, and third-order dependence in the electric field interaction. This can be demonstrated with a simple model that includes two vibrational levels in the ground state and two in the electronically excited state. The vibrational levels are separated by $\hbar \omega_g$ and $\hbar \omega_e$ in the ground and excited states, respectively. The laser pulses are considered very short, such that their bandwidth is larger than $\omega_g$ or $\omega_e$. The three pulses are degenerate and resonant with the electronic transition. The system is assumed to be at a temperature that allows the two ground state vibrational levels to be equally populated. After the first laser interaction the first-order density-matrix elements, $\rho^{(1)}_{ij}(t)$, depend on the sign of the interaction with the electric field. Interaction with $e^{-i\omega t}$ yields a first-order electronic coherence (off-diagonal elements)

$$\rho^{(1)}_{eg}(t) \propto e^{-i\omega_g t},$$

and $\rho^{(1)}_{ge}(t) \propto e^{i\omega_g t}$. Population transfer occurs upon interaction with the second laser pulse. The resulting expression contains the population of the four levels. Notice that populations (diagonal elements) are time independent when no relaxation is included (as in this model). The simplified second-order density-matrix elements are given by the populations

$$\rho^{(2)}_{gg}(t) \propto -A \cos(\omega_g \tau_{12}/2),$$

and the vibrational coherences

$$\rho^{(2)}_{gg}(t) \propto -A \cos(\omega_g \tau_{12}/2) e^{-i\omega_g t},$$

$$\rho^{(2)}_{ee}(t) \propto A \cos(\omega_g \tau_{12}/2) e^{i\omega_g t},$$

where the time delay between the first two laser pulses is $\tau_{12}$, and $A$ is a constant that depends on the laser intensity and the transition dipole moment. The primes indicate different vibrational levels in each electronic state. The dependence on
\( \tau_{12} \) is manifested as well in the third-order density matrix expression for a virtual echo pulse sequence,

\[
\rho_{eg}^{(3\text{VE})}(t) \propto e^{-i\omega t} \left( \cos(\omega_e \tau_{12}/2) \cos(\omega_g \tau_{23}/2) + \cos(\omega_e \tau_{13}/2) \cos(\omega_g \tau_{13}/2) e^{i\phi_{eg}} \right),
\]

where the phase is given by \( \phi_{eg} = (1 + (-1)^{e+g}) \omega_g \tau_{13}/2 \). Notice that the third-order matrix elements achieve their maximum before the third pulse is applied, when \( t = \tau_{13} - \tau_{12} \), hence the name virtual echo (186). From Equation 5 we can distinguish two oscillatory components as a function of the scanning time \( \tau_{23} \); one oscillates with \( \omega_e \), reflecting excited-state dynamics and the other with \( \omega_g \), reflecting ground-state dynamics. The molecular response for a virtual echo process can be expressed diagrammatically by using two double-sided Feynman diagrams (see Figure 5a), \( R_1 \) and \( R_4 \), corresponding to excited-state and ground-state dynamics, respectively (13–15, 185). The amplitude of each response function is controlled by the fixed time delay \( \tau_{12} \). Note that the parameter \( \tau_{12} = 2\pi (n + 1/2)/\omega_e \), where \( n \) is an integer, can be used to cancel the \( R_3 \) response (see Equation 5). These values for \( \tau_{12} \) would cancel the observation of ground-state dynamics as a function of \( \tau_{23} \). Notice that a similar condition exists for \( \tau_{12} = 2\pi (n + 1/2)/\omega_g \) for canceling the excited-state contribution. The time delay between the first two pulses can be set such that two wave packets formed from the ground state vibrational levels interfere destructively, leading to the cancellation of the excited-state contribution (185). The control mechanism in a stimulated photon echo pulse sequence is apparent from the third-order density matrix elements,

\[
\rho_{eg}^{(3\text{SPE})}(t) \propto e^{-\omega t} \left( \cos(\omega_g \tau_{12}/2) \cos(\omega_e \tau_{13}/2) + \cos(\omega_e \tau_{12}/2) \cos(\omega_g \tau_{13}/2) e^{i\phi_{eg}} \right),
\]

Notice that the matrix element achieves its maximum at \( t = \tau_{13} + \tau_{12} \). The stimulated photon echo technique offers two possibilities for control of the intramolecular dynamics. In one case, the time delay \( \tau_{13} \) is fixed (scanning time \( \tau_{23} \); in the other case, the time delay \( \tau_{12} \) is fixed (scanning time \( \tau_{12} \)). The latter has been called mode suppression (187, 188). For both cases we can distinguish two oscillatory components as a function of the scanning time; one oscillates with \( \omega_e \), and the other with \( \omega_g \). The contribution of each component is controlled by the fixed time delay, \( \tau_{13} \) or \( \tau_{12} \), allowing the control of molecular responses \( R_2 \) and \( R_3 \), respectively (see Figure 6a).

The coherent nature of FWM experiments provides the opportunity to harness the coherent properties of lasers for controlling intra- and intermolecular degrees of freedom. We have been exploring FWM methods in our group to achieve coherent control of molecular dynamics (71, 74, 183, 184) and illustrate this work with the following example. The data in Figure 5b were obtained with molecular iodine. The time delay between the first two pulses was fixed to be 460 fs (left transient)
Figure 5  

(a) Double-sided Feynman diagrams of the experimental processes observed. The response functions $R_1$ and $R_4$ are responsible for the observation of excited- and ground-state intramolecular dynamics, respectively. (b) Experimental FWM data on molecular iodine obtained for pulse-sequences with a fixed time-delay between the first two pulses. The signal corresponds to a virtual photon echo pulse sequence. For the left-side transient, the delay time $\tau_{12}$ was fixed at 460 fs, one and a half vibrational periods of the excited state of iodine. The observed vibrations have a period of 307 fs, corresponding to the excited-state vibrational motion. The power FFT (bottom left) shows that the main contribution is at 108 cm$^{-1}$ corresponding to excited-state vibrational motion. For the right-side transient the delay time $\tau_{12}$ was fixed at 614 fs, two vibrational periods in the excited state of iodine. The observed dynamics have a period of 160 fs, corresponding to ground state vibrations. The power FFT (bottom right) shows a main contribution at 208 cm$^{-1}$ corresponding to ground-state vibrations and a smaller component at 110 cm$^{-1}$ that corresponds to excited-state vibrations.
or 614 fs (right transient). The signal for $\tau_{12} = 460$ fs can be assigned to the dynamics of the excited state with an oscillation period of $\tau_e = 307$ fs corresponding to vibrational levels $\nu' = 6–11$. No evidence of ground-state dynamics is apparent in this transient or in the corresponding fast Fourier transform (FFT). For $\tau_{12} = 614$ fs, the signal oscillates with $\tau_g = 160$ fs, corresponding to the molecular dynamics in the ground state for vibrational levels $\nu'' = 2–4$. The FFT of these data confirms the predominant ground-state contribution.

The mechanism for signal emission corresponding to the ground-state transient can be understood in terms of a coherent Raman scattering process. The second pulse creates a coherent superposition of vibrational states in the ground state. This process is enhanced when the time between the first and second pulses matches the vibrational period of the excited state (71, 183, 184, 189, 190). The third laser pulse probes the resulting ground-state vibrational coherence. Coherent control over the ground- and excited-state vibrational wave packets is achieved by a combination of pump-dump and interference methods. When the time delay is set at $\tau_{12} = 460$ fs, the transfer of the excited state superposition of states to the ground state cannot take place. This cancels the contribution from $R_4$, leaving only $R_1$. Probing with pulse $E_3$ results in the observation of an excited-state vibrational coherence. The wave-packet representation of this process has been given by Pastirk et al (73, 204). Chen et al have shown that by using different color lasers they are able to detect the Stokes and anti-Stokes coherent Raman scattering and hence collect ground- and excited-state dynamics (191). Control over ground- or excited-state dynamics has been recently shown by Motzkus and coworkers using an adaptive pulse shaper with a learning algorithm (192). By detecting the photoelectron signal, Zanni et al have developed a very sensitive method to detect the ground-state dynamics observed after the second pulse (193).

Shank’s group introduced a method aimed at suppressing the contribution of excited-state vibrational dynamics in order to improve relaxation rate measurements in liquids (187, 188, 194). They observed that when $\tau_{13}$ is in phase with the excited-state dynamics, $\tau_{13} = 2\pi n/\omega_e$ (mode suppression is on), the amplitude of the excited-state vibrations was greatly reduced. When $\tau_{13}$ was out of phase (mode suppression is off), the excited-state vibrations were very prominent (187, 188).

We have explored control of the response functions responsible for stimulated photon echo signals (68). For these measurements the time delay $\tau_{13}$ was kept fixed while the time $\tau_{12}$ was scanned. Based on the literature (187, 188), mode suppression should take place when $\tau_{13}$ is in phase with the vibrational motion of the excited state, 614 fs for gas-phase iodine, and mode suppression should not take place when the time delay $\tau_{13}$ is out of phase, here 460 fs. In Figure 6b we present measurements for these cases on gas-phase molecular iodine. When $\tau_{13} = 460$ fs, mode suppression is off and the data show pronounced 307 fs vibrations corresponding to the excited state without background or ground-state contributions. This is consistent with liquid-phase observations (188). The data obtained for $\tau_{13} = 614$ fs, when mode suppression is on, show a considerable background signal as well as ground- and excited-state vibrational dynamics. The two transients in
Figure 6  Stimulated photon echo measurements on gas-phase molecular iodine when the delay time between the first and last pulses is fixed and the second pulse is scanned between them.  
(a) Double-sided Feynman diagrams describing the Liouville pathways that contribute to the signal arising from this method.  Molecular responses $R_2$ and $R_3$ correspond to the excited- and ground-state vibrational motion, respectively.  (b) Four-wave mixing (FWM) signal for two values of the fixed time $\tau_{13}$.  When $\tau_{13} = 460$ fs, the signal is modulated with a period of 307 fs (open circles), corresponding to the vibrational period of the excited state.  When $\tau_{13} = 614$ fs, the signal is modulated by 160 and 307 fs oscillations (filled circles), corresponding to a mixture of excited- and ground-state dynamics.
Figure 6b indicate that the background of the “mode suppressed” signal corresponds to a contribution that is independent of vibrational motion. However, excited- and ground-state vibrations are not suppressed in these measurements. When mode suppression is off, the molecular response known as R₂ is canceled. When mode suppression is on, both R₂ and R₃ contribute to the signal. Mode suppression is useful in liquid phase studies because when mode suppression is on, R₃ contributes a large signal that overwhelms the excited-state vibrational coherence.

We can summarize our work as follows: By selecting the fixed time delay between the pulses of different sequences we can control the different molecular responses. In this way, a molecular response can be canceled with specific time delays, as shown in Table 2 (71). Control over these response functions for a setup involving two pairs of collinear-phase locked pulses has recently been considered by Cina (195).

The previous example illustrates how the timing between the first two pulses can be used for control of the intramolecular dynamics (183, 184, 189). In a sense, the different pulse sequences can be thought of as optical analogues to multiple pulse NMR sequences (196, 197). The photon echo (PE) sequence is similar to the Hahn spin echo in NMR (198), and the stimulated photon echo is similar to the nuclear Overhauser effect spectroscopy method in NMR (199) (see Figure 7a). The cancellation of inhomogeneous broadening in PE measurements has been recognized since the first photon echo measurement in 1964 (200, 201). This advantage has been exploited to measure the homogeneous lifetime of complex systems such as large organic molecules in solution (72, 194, 202). Here we illustrate how this method works for molecular iodine.

### Table 2  Pulse sequence control of third-order response functions

<table>
<thead>
<tr>
<th>R₁</th>
<th>R₂</th>
<th>R₃</th>
<th>R₄</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="diagram.png" alt="Diagram" /></td>
<td><img src="diagram.png" alt="Diagram" /></td>
<td><img src="diagram.png" alt="Diagram" /></td>
<td><img src="diagram.png" alt="Diagram" /></td>
</tr>
<tr>
<td>( \tau_{12} = 2\pi \left( n + \frac{1}{2} \right) / \omega_g )</td>
<td>( \tau_{23} = 2\pi \left( n + \frac{1}{2} \right) / \omega_c )</td>
<td>( \tau_{12} = 2\pi \left( n + \frac{1}{2} \right) / \omega_c )</td>
<td>( \tau_{23} = 2\pi \left( n + \frac{1}{2} \right) / \omega_g )</td>
</tr>
<tr>
<td>( \tau_{12} = 2\pi \left( n + \frac{1}{2} \right) / \omega_c )</td>
<td>( \tau_{13} = 2\pi \left( n + \frac{1}{2} \right) / \omega_c )</td>
<td>( \tau_{12} = 2\pi \left( n + \frac{1}{2} \right) / \omega_c )</td>
<td>( \tau_{23} = 2\pi \left( n + \frac{1}{2} \right) / \omega_g )</td>
</tr>
</tbody>
</table>

*a*The third-order response functions relevant to three-pulse four-wave mixing are given using double-sided Feynman diagrams (13–15). The time delays given correspond to the values that minimize the particular response function. The principle we have used is to make the pulses arrive out of phase with respect to the molecular dynamics. The maximum response for each response function can be achieved when the pulses arrive in phase with the molecular dynamics (when the factor of \( \frac{1}{2} \) is omitted).*
Optical PE and spin echo processes are quite different phenomena. However, they have a large number of similarities. In the Hahn spin echo a coherent superposition of spins, originally pointed in the $Z$-axis, is rotated by 90 degrees into the $XY$ plane. Inhomogeneous broadening in the sample causes dephasing of the coherent superposition as a function of time. Application of a $\pi$ pulse causes an inversion in space, and hence the spreading motion becomes a focusing motion that leads to a rephasing of the original superposition. This generates the spin echo. The process can also be carried out by separating the $\pi$ pulse into two $\pi/2$ pulses, known as nuclear Overhauser effect spectroscopy. In the optical PE process the first electric field creates a coherence on the bra (see Equation 3b). After interaction with $e^{i\omega t}$, all the electronic coherences evolve with a positive sign while the relaxation process takes place. Subsequent $e^{-i\omega t}$ interaction with two electric fields inverts the sign of the evolution, and the initial dephasing dynamics rephase to form an echo signal at $\tau = 2\tau_{12}$ (see Equation 6). The main differences between spin echo and optical PE signals are the following: In spin echo the signal is proportional to the entire polarization of the system, whereas in PE the signal is proportional to the third-order polarization (which can be quite small). Therefore, $\pi$ or $\pi/2$ pulses that transform the entire population are not necessary to observe PE phenomena. In spin echo one usually works with a small number of levels, whereas in PE many more levels are available.

Experimental data for PE and reverse transient grating (RTG) measurements are shown in Figure 7b. In the pulse sequence for PE beam, $E_b$ is followed by beams $E_a$ and $E_c$ overlapped in time ($k_S = -k_1 + k_2 + k_3$), whereas for RTG beam, $E_c$ is followed by $E_b$ and $E_a$ overlapped in time ($k_S = k_1 + k_2 - k_3$). The differences observed in the background, undulation, and apparent signal-to-noise ratio in these data result from the difference in the first pulse interaction. When the first interaction is with $e^{i\omega t}$, action on the bra, the subsequent laser interactions lead to a cancellation of the inhomogeneous broadening in the sample and to the observation of the photon echo. When the first interaction is with $e^{-i\omega t}$, action on the ket, there is no mechanism to cancel the inhomogeneous contributions to the signal. The RTG data show a strong background and a slow undulation that results from the inhomogeneous rotational dephasing of the sample molecules. After the first 3 ps the RTG data show a mixture of ground- and excited-state dynamics. The observation of ground-state dynamics results from the initial thermal population of different vibrational modes. In the PE data only excited-state vibrational dynamics are observed.

In Figure 7c we present RTG and PE measurements for molecular iodine taken with long time delays. The measurements are taken as a function of temperature to illustrate the different mechanisms for coherence relaxation. Notice that the RTG measurements appear not to be temperature dependent in this temperature range (see Figure 7c). The reason for this observation is that the inhomogeneous contributions are caused by Doppler broadening, having a $T^{1/2}$ dependence. In the PE measurements we can see that the homogeneous relaxation times are much longer and are found to decrease with temperature. The transients are fit by a single exponential decay. The single exponential behavior is consistent with the random nature of dephasing collisions, and hence the Poisson statistics. The cause for the decreased
coherence lifetime as a function of the temperature is the increase in the number density and hence an increase in the collision frequency. From these measurements a cross section for homogeneous vibronic relaxation, \( \sigma = 1150 \pm 150 \, \text{Å}^2 \), is obtained for iodine-iodine collisions (203). When the PE signal is recorded with higher temporal resolution vibrational and rotational features are revealed. The data in Figure 8a show that for PE the rotational coherence is maintained for hundreds of picoseconds. The transient shows the excited-state vibrational dynamics superimposed on the ground-state rotational coherence (Figure 8b). This combination is unexpected and may be the result of a macroscopic coherence (15, 204). The RTG data do not show the rotational and vibrational recurrences for time delays longer than 100 ps. Analysis of the Fourier transformed PE data (see Figure 8c) confirms that the vibrational coherence is due to the excited state.

The FWM signal contains valuable spectroscopic information, which can be extracted by detection with a spectrometer to obtain a signal as a function of three parameters, \( \tau_{12} \), \( \tau_{23} \), and \( \omega_{eg} \) (73, 74, 184). Materny and coworkers have studied coherent anti-Stokes Raman scattering and degenerate FWM on iodine vapor (191, 205–208). Their data obtained using TG (positive time) and RTG (negative time) showed ground- or excited-state dynamics, depending on the detection wavelength (205, 209). In Figure 9a, we show a time-resolved, spectrally dispersed virtual echo transient obtained with transform-limited pulses for \( \tau_{12} = 460 \, \text{fs} \). Notice that all frequency components oscillate in phase with a period of 307 fs, corresponding to the excited-state vibrations. In order to explore the role of the pulse chirp in the control of the molecular dynamics, experimental data with \( \tau_{12} = 460 \, \text{fs} \) were obtained when beams \( E_1 \), \( E_2 \), and \( E_3 \) were equally chirped, \( \phi'' = +3300 \, \text{fs}^2 \). The bottom of Figure 9b shows the spectrally dispersed data for the above conditions. These data make it clear that chirped pulses lead to the formation of a chirped wave packet. The dotted lines correspond to the chirp of the laser and, as expected, the phase difference as a function of wavelength is imprinted on the wave packet (see Equation 2). The transient shows an increased contribution from the ground state (compare with upper plot). The mixing of both states’ dynamics is evident in the anti-Stokes-shifted frequencies (\( \delta \nu > 0 \)), whereas the excited-state dynamics prevail in the Stokes frequencies (\( \delta \nu < 0 \)). Notice that the observed vibrations shift \( \approx 40 \, \text{fs} \) for every 100 cm\(^{-1}\), as expected from the introduced linear chirp. The complex dynamics observed following chirped pulse excitation could not be obtained from spectrally integrated transients.

OFF-RESONANCE PROBING OF GROUND STATE DYNAMICS

When the bandwidth of a laser overlaps several rotational and/or vibrational states the impulsive limit, a coherent superposition of states, can be formed by off-resonance excitation and its time evolution can be probed. The transient grating (TG) method is based on this principle and has been used extensively by the groups
Figure 8  (a) Experimental measurements of reverse transient grating (RTG) signal and photon echo (PE) signal obtained with high temporal resolution. The PE signal contains rotational recurrences, which can be assigned to the ground (X) and excited (B) states.  
(b) Higher temporal resolution of a section of the PE signal around the largest rotational recurrence at 226.8 ps. The oscillatory features with a period of 307 fs correspond to excited-state vibrations, whereas the rotational revival corresponds to the ground state.  
(c) Fourier transform of the PE signal, showing the rotational component at low frequencies and the rovibrational components at higher frequencies. No other features were observed at higher frequencies.
of Fayer and Nelson to explore molecular dynamics in gas and condensed phases (175, 210–212). The crossing of the two plane-wave beams forms a grating in the sample with regions of high and low polarization. The third laser Bragg-diffracts from the grating to generate the observed signal. The diffraction process is very similar to the diffraction of X-rays from crystalline systems because the spatial arrangement of the lasers leads to the spatial coherence in the sample. More recent work on off-resonance probing of gas phase samples includes the work of Chen and coworkers using Raman-induced polarization spectroscopy (213), as well as others (214, 215).

The homodyne detected off-resonance FWM signal can be classified as a coherent Raman scattering process. When the three incident lasers pulses are ultrafast, the impulsive limit, the impulsive coherent Raman scattering (ICRS) signal can be evaluated using the following expression (15)

$$S_{ICRS}(\tau) = |\chi_{aa}(\tau)|^2$$

where

$$\chi_{aa}(\tau) \equiv -\frac{i}{\hbar} \langle [\alpha(\tau), \alpha(0)] \rho_g \rangle.$$  

In Equation 8, $\alpha$ is the electronic polarizability, and $\rho_g$ represents the equilibrium ground-state density operator. Notice that the time-domain ICRS signal depends on the purely imaginary $\chi_{aa}(\tau)$, a quantity that depends on the response function associated with the electronic polarizability. For a system close to the classical limit, the imaginary part of any operator is proportional to time derivative of the full operator, therefore

$$\chi_{aa}(\tau) \approx \frac{1}{k_B T} \frac{d}{d\tau} \langle \alpha(\tau) \alpha(0) \rho_g \rangle.$$  

This result comes from the fluctuation-dissipation theory (15). Where the time correlation function, the expression in the brackets in Equation 9, depends on two factors. First, only Raman active modes, those for which $\partial \alpha / \partial q_j \neq 0$, where $q_j$ represents a given normal mode, can be observed. Second, only the Raman active modes whose frequencies lie within the spectral window of the laser pulses participate. The bandwidth restriction is not expressly written in Equation 9 because we have assumed the impulsive limit, hence infinite bandwidth. In the gas phase, changes in the polarizability are caused by rotational and vibrational motion of the molecules. Raman transitions with linearly polarized light depend on the polarizability operator,

$$\hat{\alpha} = \hat{\alpha}_0 + \hat{\gamma}_0 \frac{2}{3} P_2(\cos \theta),$$

where $\hat{\alpha}_0$ and $\hat{\gamma}_0$ are the isotropic and anisotropic components of the polarizability operator and $P_2$ is the Legendre polynomial. The isotropic component gives the signal near time-zero delay of the scanning pulse; the anisotropic term gives the
signal for later times. The selection rule for linear molecules is $\Delta J = 0, \pm 2$. After interaction with two overlapped pulses the rotational wave packet consists of three types of coherent states with amplitudes that depend on $\Delta J$. For $\Delta J = 0$ transitions, the alignment is time independent; therefore, these transitions do not contribute to the signal. Keeping only the $\Delta J = \pm 2$ terms, the beating frequencies are $\Omega_J^+ = (\epsilon_{J+2} - \epsilon_J)/\hbar$, $\Omega_J^- = (\epsilon_{J} - \epsilon_{J-2})/\hbar$. Where the rotational energy levels are given by $\epsilon_J = [BJ(J + 1) - DJ^2(J + 1)^2]/\hbar$, with $B$ the rotational constant and $D$ the centrifugal distortion in wave numbers. If we assume $\Omega_J^+ \approx \Omega_J^- = \omega_J$ with $\omega_J = 2\pi[(4B - 6D^3)(J + 3/2) - 8D(J + 3/2)^3]$, a situation that is true for large $J$, we obtain the following expression for the off-resonant signal:

$$S_{\text{ICRS}}(\tau) \propto \left| \sum_J n_J \omega_J \sin(\omega_J \tau) \right|^2,$$

where $n_J$ represents the initial population of each rotational state defined by the Boltzmann distribution. Figure 10a depicts the initial alignment of the molecules at time zero, represented by a cosine-squared distribution from $P_2(\cos \theta)$ in Equation 10. The broad rotational distribution causes fast rotational dephasing of the wave packet. Notice that the alignment is re-established after a time equivalent to $(1/4Bc)$, giving rise to a rotational recurrence or revival. Notice that a half recurrence is also depicted. Half recurrences can be observed whenever the contributions of odd and even $J$ levels are unequal. The relative contributions are determined by the nuclear spin statistics. The signal is proportional to the square of the derivative of the time-dependent alignment; this function is depicted in the bottom of Figure 10a.

Figure 10b shows data for air, nitrogen, and oxygen. The experimental data are shown in black, and the simulations, using Equation 11, are shown as mirror images in red. From the data, it is clear that the rotational recurrence time for nitrogen is 4.15 ps and the rotational recurrence time for oxygen is 5.77 ps. Figure 10b shows that off-resonance probing is ideal to study mixtures, no wavelength tunability is required, and the signals from all components are separated by the differences in their rotational constants. Our results are in very good agreement with those of Chen and coworkers obtained using Raman-induced polarization spectroscopy (213, 217). It is particularly interesting when signals from two different species overlap. This situation is shown in Figure 10c. The sample is air, at a time delay at which oxygen and nitrogen recurrences overlap. Two simulations are given for these data. The first contains a sum of both signals squared, and the second contains the square of the sum of both contributions. The latter simulation gives the best fit to the data. Because the signal arises from the macroscopic polarization of the sample, it is proportional to the square of the sum of all anisotropic contributions; therefore, cross terms are expected. These data are valuable because they show that overlapping recurrences can be used to calibrate a time-domain spectrometer and to amplify the signal of a weak sample by mixing it with a strongly scattering sample. Hayden & Chandler used a pair of femtosecond
pulses with different wavelengths to coherently excite high vibrational overtones by a CARS process (225). A third laser pulse probed the grating generated by the first two pulses. These gas-phase measurements showed the early rotational dephasing of the molecular ensemble.

In the 1970s, Heritage et al used a picosecond transient birefringence method to observe the rotational recurrences of CS$_2$, showing that time-resolved data can provide accurate rotational constants (218). Later, measuring polarized fluorescence from jet-cooled molecules, Zewail, Felker, and others have explored the molecular structure of large organic molecules and clusters using time-resolved rotational coherence spectroscopy (219–224).

In Figure 11, we show time-resolved, off-resonance TG measurements on CS$_2$ and benzene vapors. The CS$_2$ data (shown in Figure 11a) contain the initial rotational dephasing near time zero, two half-rotational recurrences at 38.2 and at 114.7 ps, and two full rotational recurrences at 76.5 and 152.4 ps. From these recurrences, a rotational constant of $B = 0.10912 \pm 0.00002$ cm$^{-1}$ and a centrifugal distortion of $D = (6.4 \pm 0.2) \times 10^{-9}$ cm$^{-1}$ can be determined. These constants are in very good agreement with the literature (226). The signal is found to decay owing to collisional dephasing. Figure 11b shows off-resonance, time-resolved, and spectrally dispersed FWM data for benzene. The signal, in this case, is detected with a spectrometer and a CCD detector, allowing frequency resolution. The initial features are the time-zero instantaneous polarizability response and the initial rotational dephasing. The following features correspond to the rotational recurrences. From these data, the rotational constant for benzene can be determined to be $0.1897 \pm 0.0002$ cm$^{-1}$. This value is in excellent agreement with the literature value of 0.1896 cm$^{-1}$ (227). The spectral information can be used to separate imperfections in the laser pulse, such as chirp from the molecular dynamics.

Experimental data on gas phase HgI$_2$ together with the theoretical simulation are shown in Figure 12. The transient consists of three contributions. At time zero there is a sharp feature corresponding to the isotropic instantaneous polarizability. This feature has no dependence on the intramolecular degrees of freedom and it is observed for all media, even for isolated atoms (13, 216). The data show a fast vibration that is modulated by a very low frequency envelope. The vibrations with a 211-fs period correspond to the symmetric stretch, the only Raman-active mode in this linear molecule (228). The slow modulation belongs to the anisotropic contribution to the signal that depends on the molecular orientation.

To model the data in Figure 12, we separate the isotropic and anisotropic contributions to the susceptibility (229). The vibrational motion makes the major contribution to the isotropic susceptibility. Based on the bandwidth of our laser pulse, only a few vibrational overtones are excited coherently. The anisotropic part of the susceptibility depends on the changes in orientation of the molecules caused by rotational motion, with some contribution from vibrational motion. There is an additional zero-time feature with amplitude $A_z$ that arises from the equilibrium isotropic polarizability $\alpha_0$. The off-resonance transient-grating (TG)
Figure 12  Off-resonance transient-grating signal for HgI₂. The experimental transient (circles) is modeled using Equation 12 to obtain the theoretical simulation (solid line). The time-zero feature corresponds to the instantaneous polarizability. The fast vibrations, with a 211-fs period, correspond to the symmetric stretch, and the slow modulation corresponds to the rotational anisotropy.

signal for a molecular system in the gas phase with an active Raman vibrational mode is

\[
S_\nu(\tau) = \left| A_\nu \delta(\tau) + A_\nu e^{-\left(\frac{\tau}{T_\nu}\right)^2} \cos\left(\frac{1}{2} \omega_\nu \tau + \phi_{\text{iso}}\right) + A_{\text{rot}} \cos\left(\frac{1}{2} \omega_\nu \tau + \phi_{\text{aniso}}\right) \sum_J n_J \omega_J \sin(\omega_J \tau)\right|^2, \tag{12}
\]

where the constants \( A_\nu \) and \( A_{\text{rot}} \) are the amplitudes of the time-zero vibrational and rotational components, respectively; \( \phi_{\text{iso}} \) and \( \phi_{\text{aniso}} \) are vibrational phases, and \( \omega_\nu \) is the vibrational frequency of the mode involved. \( T_\nu \) represents the vibrational relaxation time. The first term represents the contribution of the instantaneous polarizability, and the second term represents the vibrational contribution, both caused by the isotropic component of the polarizability. Finally, the last term is related to the anisotropic polarizability, depending on the vibrational and rotational motions. Convolution of the simulation by the finite temporal width of our laser pulses yields the final result.

The simulation of the HgI₂ data is shown in Figure 12 (circles) together with the experimental data (line). The data were simulated using Equation 12. In our model the three amplitude parameters, the phases, and the relaxation time were adjusted; all the other values were obtained from spectroscopic parameters (228, 230).
relaxation time obtained from the simulation is \( T_2 = 20 \) ps. It is clear that the model reproduces the most salient characteristics of the data. The small differences between model and data could be reduced by using a nonlinear least-squares fitting routine.

We have used the TG technique to explore the behavior of molecules in strong laser fields. Strong nonresonant laser fields from ultrafast laser pulses can cause very large electric-field gradients. Molecules experience a large torque along the polarization vector of the field owing to their anisotropic polarizability. With long laser pulses the torque is enough to cause adiabatic alignment (231, 232). However, with ultrafast pulses the torque provides an “instantaneous” kick towards alignment (233). For strong enough fields electronic state mixing can occur. When the electronic states have different geometry, this process leads to molecular deformation. Corkum and coworkers have combined intense off-resonance, chirped, circularly polarized fields to induce rotational acceleration and thus constructed a molecular centrifuge (234). For our measurements we use two high-intensity laser pulses followed by a weak probe pulse. The signal corresponds to the diffraction of the probe laser from the TG formed by the two intense pulses in the sample (216). The degree of molecular alignment and deformation are measured from changes in the rotational recurrences that are observed after field-free evolution of the molecular sample.

The full rotational recurrence of CS\(_2\) occurs at 76.5 ps, as seen in Figure 11a (216, 218). When the laser pulses are weak this feature can be observed, and an accurate rotational constant can be determined for the linear molecule (216, 218). In Figure 13a we show experimental data for the cases in which the first two laser pulses are one or two orders of magnitude stronger than the probe pulse. For low intensities the rotational recurrence can be modeled accurately by Equation 11. When the laser intensity of the first two pulses is increased by an order of magnitude the full rotational recurrence increases in intensity. The data shown in Figure 13a, when the laser intensity is 10\(^{11}\) W/cm\(^2\) (open squares), can be fitted by a room-temperature distribution of linear CS\(_2\) molecules. When the intensity is increased above 10\(^{12}\) W/cm\(^2\) the full rotational recurrence increases in intensity and changes shape [see Figure 13a (filled squares)]. Most markedly, the first feature at 76.1 ps becomes more intense than the second feature at 76.8 ps. The features observed at long time delays, >77.5 ps, increase in intensity, and new oscillations are observed. This region of the transient is amplified by a factor of five in the figure (green trace). The high intensity data in Figure 13a are consistent with bending and stretching induced by the electric field. Roberts and coworkers (235) have recently studied electronic state mixing caused by high-intensity femtosecond laser excitation.

We have explored the use of off-resonance probing to study transients in flames. Figure 13b shows the changes caused by increasing the temperature of a sample. The data shown here were obtained for CO\(_2\) at room temperature and at 400°C. Notice that at higher temperatures the rotational coherence signal sharpens up and shifts slightly toward longer values. The narrowing is caused by the broader
Figure 13 (a) Effect of strong field intensity on the first full rotational recurrence of CS$_2$. Low laser intensity experimental data (open squares) are compared with high laser intensity data (filled squares) at room temperature. The transients were normalized to the laser intensity. A portion of the strong field transient is shown after a 5x amplification to highlight the additional features observed after 77 ps. (b) The effect of the temperature on the first full recurrence of CO$_2$. Experimental data are shown as dots and the simulations using Equation 11 are shown as lines. The room temperature (21°C) transient (filled circles) is compared with the high temperature (400°C) transient (open circles).
rotational distribution, and the shift toward longer times is caused by the centrifugal distortion. The main limitation of the TG technique as discussed here to study molecular species in flames is the faster collisional-dephasing time caused by the very fast translational motion.

Strong field laser excitation of atoms and molecules is an active area of research. Among the current topics of interest are generation of high harmonics, (236–242), above-threshold ionization (243–246), and plasma generation (247–249). The goal of these studies is usually to detect the high-order outcome of the interaction. Alternatively, one could explore the effects of strong fields on the sample. We have reviewed work from our group on a four-wave mixing (FWM) method to probe the sample after high-intensity laser interaction. This method provides high-resolution structural information and reports on changes induced by strong fields.

CONCLUDING REMARKS

The quest to observe and control chemical reaction dynamics has been one of the most formidable scientific endeavors in physical chemistry since the nature of the chemical bond was uncovered (250). Progress over the past four decades has been astonishing: from the microsecond experiments of Porter (2, 3), to the indirect methods based on molecular beams (80, 81, 115, 251), and more recently, to the direct probing of the transition states of chemical reactions (252); we have witnessed a nine-order-of-magnitude improvement in time resolution. Many important lessons have been learned along the path of discovery. This review focuses on fundamental questions that are best studied in isolated systems, including concerted elimination chemical processes, bimolecular chemical reactions, wave packet dynamics, and molecules in strong fields. Regarding laser control, a number of schemes have been proven effective. Our approach has been to show that femtosecond time-resolved studies of isolated molecules provide crucial information regarding the best strategies for control.

Here we concentrate on the elimination of halogen molecules from dihalogenated alkanes. The experiments have shown that two bonds are broken and one is formed within 50 fs. The process has been shown to be faster than intramolecular vibrational relaxation and therefore it lends itself to relatively simple control schemes such as chirped laser excitation. There are a large number of chemical reactions thought to occur by concerted mechanisms. Improvements in time-resolved techniques would allow us to determine the precise chemical mechanism. The issue of concertedness is of importance in solution as well as in biological molecules. For example, the release of oxygen during the photosynthetic process is thought to proceed by a concerted process that avoids the formation of oxygen radicals (253–255).

The study of bimolecular reactions with the same level of detail and time resolution as unimolecular reactions remains a major challenge. We review work on
studies based on van der Waals clusters that serve as precursors for bimolecular reactions. More attention has been given to studies based on femtosecond photoassociation. These studies promise to bring the powerful techniques being used to study unimolecular processes to bear on the rich dynamics involved in bimolecular reactions. These studies are challenging because they involve a larger number of chemical species that can interfere with the signals, and the concentration of collision partners is very small. The studies presented on the photoassociation of mercury atoms to form the excimer molecule are an important step in this direction (96, 124, 126, 154, 155, 256, 257).

We have reviewed the use of nonlinear optical methods like three-pulse four-wave mixing to measure dephasing times, to observe and to control rovibrational wave packets in the ground and excited states. The observation of vibrational and rotational wave packet dynamics by pump-probe methods has been reviewed previously. The pulse sequences in our FWM experiments combine the pump-probe concept and interference between quantum mechanical pathways to select the dynamics between the different Liouville pathways that yield signal. Therefore, with certain pulse sequences we are able to follow exclusively ground- or excited-state dynamics. These multiple pulse methods have some analogies with multiple pulse NMR. Extension of these third-order optical methods to fifth and higher orders is already under way following the theoretical work of Tanimura & Mukamel (258) and Ivanek & Wright (259). Experimental results have already been obtained in some laboratories (260–272). The signal from some of the early measurements included cascading effects between third- and higher-order processes. In our work we have observed the cascading of a first-order process with a third-order process (273). This signal can be isolated with a specific pulse sequence that does not permit FWM to occur. The future goal of our studies is to control the wave-packet motion in molecules with multiple vibrational normal modes. These studies will seek to control the pathways for intramolecular vibrational energy redistribution with the goal of controlling reactivity. These methods can be applied to both ground and excited states.

Recent advances in laser technology allow the creation of extremely strong fields. Here we introduce off-resonance transient-grating techniques to study the effects of these high fields on molecules. Our experiments are relevant to the goals of controlling the external degrees of freedom of molecules with the purpose of focusing and aligning molecular beams using intense off-resonance fields (274, 275). Different regimes are observed, from perturbation of spectroscopic lines, to electronic state mixing, and finally to ionization.

In Figure 14 we seek to find some unifying concepts in the quest for laser observation and control of molecular dynamics. The roots of the tree identify some concepts and methods that have been introduced over the years based on the fundamental interactions of lasers and molecules. The trunk depicts the double-sided Feynman diagrams of the four Liouville paths that govern laser interactions with matter (up to fourth order). Here we find brave scientists taking these concepts and methods to apply them to the fundamental problems in physics, chemistry, and biology, as well as more applied disciplines such as computer science and medicine.
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Figure 14 Conceptual representation of the progress from fundamental ideas to applications in the major sciences and industry. See text for details.
and in industry. Many of the concepts in this tree are interrelated and can be associated with more than one discipline. Throughout the review, we reference the methods that we have used in our group’s quest to take fundamental dynamics observations and use them for controlling molecular dynamics.

Advances in the past decade give definite hope for laser-controlled chemical processes. Progress will likely proceed along two lines. The first is the continued fundamental work on understanding the interaction of photons and molecules. The second is an industrial type of approach in which the main goal will be to find the optimum field to obtain a product. Both will continue to expand our knowledge and will allow us to deliver laser control to complex systems in which the Hamiltonian cannot be calculated. We hope this review stimulates a number of scientists and justifies continued funding of fundamental studies that will eventually lead to future applications.
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Figure 2  (a) Potential energy surfaces for CH$_2$I$_2$ in the gas phase showing stepwise (left) and concerted (right) photodissociation pathways following excitation by the pump pulse (312 nm). The concerted mechanisms are responsible for the production of I$_2$ in the D$'$ and f excited states as well as carbene. The concerted synchronous mechanism involves the simultaneous breakage of two C-I bonds and the formation of the I-I bond, while the concerted asynchronous mechanism requires the asymmetric progress of the reaction such that one C-I bond starts breaking before the other, but all bond rearrangement takes place in a single kinetic step. The later mechanism results in large rotational excitation of the product. (b) Transients obtained by depletion probing of the D$'$ $\rightarrow$ A$'$ fluorescence collected at 340 nm of the nascent I$_2$(D$'$) product, for pulses polarized parallel (black) and perpendicular (green) to each other. (c) Transients obtained by depletion probing of the f $\rightarrow$ A fluorescence collected at 272 nm of the nascent I$_2$(f) product, for pulses polarized parallel (black) and perpendicular (green) to each other.
Figure 4  (a) Potential energy surfaces involved in the photoassociation reaction of Hg atoms. Hg\textsubscript{2} is formed in the D\textsubscript{1u} state after the pump pulse is applied. The probe pulse causes a depletion of the D\textsubscript{1u} state population by exciting the molecules into the 1\textsubscript{g} state. (b) Fluorescence signal of Hg\textsubscript{2} D\textsubscript{1u} → X\textsubscript{0g\textsuperscript{+}} as a function of the delay between the pump and the probe pulses, for pulses polarized parallel and perpendicular to each other. At time zero, a sudden onset of the fluorescence takes place indicating that the photoassociated molecules are formed within the pulse duration. The maximum depletion probability corresponds to collision pairs that are aligned parallel with respect to the probing pulse. (c) Rotational anisotropy obtained from the experimental data (dots) and from a numerical fitting (line). The rotational dephasing of the initial anisotropy results from the rotational distribution of the excimers respect to a central rotational level. (d) Calculated photoassociation probability assuming a constant initial colliding energy, as a function of pulse duration for different binding pulse wavelengths.
Figure 7  (a) Schematic representation of the Hahn spin echo and of the Nuclear Overhauser Effect Spectroscopy (NOESY) pulse sequences used in nuclear magnetic resonance (top) and their optical counterparts, photon echo (PE) and stimulated photon echo (bottom). (b) Experimental time-integrated transients for photon echo and reverse transient grating (RTG) pulse sequences as a function of time delay between the scanned and the overlapped pulses. The PE signal is observed to be background free while the RTG data is strongly modulated by a dephasing process with a dip at 1.4 ps. (c) Homogenous vibronic coherence relaxation measurements of molecular iodine as a function of temperature using the PE (top) pulse sequence. When the RTG pulse sequence is used (bottom), we observe a temperature independent decay suggesting the large inhomogeneous relaxation process overwhelms the homogeneous rate of relaxation.
Figure 9  (a) Experimental time-resolved frequency-dispersed FWM data for iodine vapor with $\tau_{12} = 460$ fs and transform limited pulses. This two-dimensional contour plot shows only 307 fs oscillations from the excited state dynamics. There is no evidence of ground state dynamics contribution and all spectral components oscillate in phase. (b) Experimental time-resolved frequency dispersed data when $\tau_{12} = 460$ fs and $\phi'' = 3300$ fs$^2$. The chirped pulses lead to the formation of a chirped vibrational wave packet in the excited state. The dotted lines correspond to the chirp magnitude of the lasers. Note that the signal on the anti-Stokes side $\delta \tilde{v} > 0$ contains some contribution from ground and excited state dynamics.
Figure 10 (a) Simulation of the time-dependent alignment $P_2(\cos \theta(\tau))$, and the impulsive coherent Raman scattering signal, proportional to $|\chi_{\text{tot}}(\tau)|^2$, for O$_2$. (b) Experimental (black) and theoretical (red) transient grating (TG) transients of air, nitrogen, and oxygen. Full rotational recurrences are observed at 4.15 ps for N$_2$ and at 5.77 ps for O$_2$. Half recurrences are also observed. The peaks in the air transient directly correspond to recurrences in the N$_2$ and O$_2$ scans. Simulated TG signals for these samples were calculated using Equation (9). Note that in the simulations, the full and half recurrences are reproduced at the same recurrence times and with the same intensity and shape as in the experimental signal. (c) Experimental TG signal from air for time delay in the range of 29 to 30 ps (dots). Simulations of the data using two models, the sum of O$_2$ and N$_2$ signals (red) and of the square of the sum of the O$_2$ and N$_2$ susceptibilities (black). The later simulation gives the best fit of the experimental data.
Figure 11  (a) Off-resonance transient grating experimental data obtained from carbon disulfide vapor. Half rotational recurrences are observed at 38.2 and 114.7 ps while full rotational recurrences are observed at 76.5 and 152.9 ps. (b) Off-resonance transient grating experimental data obtained from benzene vapor. The time-resolved spectrally dispersed signal is detected with a spectrometer and CCD detector. The initial feature corresponds to time-zero observed because of the instantaneous polarizability of the sample. The feature near 2.5 ps is caused by the initial rotational dephasing. The subsequent features correspond to the first and second rotational recurrences. Notice that the time axis is not continuous.
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