The role of microscopic and macroscopic coherence in laser control
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Abstract

In this article, we discuss microscopic and macroscopic coherences resulting from multiple pulse excitation of molecular samples. The wave packet formalism is applied to describe the interference of wave packets within a single molecule (microscopic coherence) and the macroscopic interference between the polarizations resulting from optical responses of a single molecule or from different molecules (macroscopic coherence). Experimental virtual echo and stimulated photon echo measurements with noncollinear, degenerate femtosecond pulses are presented where both of these coherences are shown to control the observed dynamics. Theoretical simulations of the rovibronic dynamics observed experimentally on iodine vapor are presented. The role of these coherences in laser control of quantum dynamics is discussed. © 2001 Elsevier Science B.V. All rights reserved.

1. Introduction

Most schemes for laser control of molecular dynamics involve a combination of two fundamental paradigms. The first is known as the pump–dump method [1,2] and the second, involving quantum interference is known as coherent control [3]. In the pump–dump method, the time between the two pulses is used to determine the point in space and time at which the excited state wave packet is transferred to the product state. Many femtosecond pump–probe experiments can be considered to be variations of the pump–dump method, for example Refs. [4–8]. The coherent control scheme involves interference between different excitation pathways. Coherent control can be used to create a wave packet in the excited state with specific phase-space distribution that avoids parasitic chemical channels through constructive and destructive interference [3].

It is important to note that interference can be a microscopic or macroscopic phenomenon. Microscopic interference can be defined as that which only involves wave packets within a single molecule and the nonlinear response involves a single Liouville pathway. 3 Macroscopic interference can occur (a) between polarizations corresponding to
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3 Liouville pathways are characterized by particular sequences of electric field interactions producing a nonlinear optical signal. In the context of this article, the Liouville pathways of concern are those leading to significant third-order polarization as described in Section 2. See also Ref. [16].
different Liouville pathways of a single molecule, (b) from polarizations resulting from the same Liouville pathway of different molecules, or (c) from polarizations resulting from different molecular responses of different molecules [9–13]. The macroscopic coherence literature includes reports on mixtures [14–16], on pulse sequences to achieve mode suppression [17–22] and on interference between Liouville paths [23]. Macroscopic coherence effects have not been discussed in the context of coherent control of molecular dynamics, perhaps because they sometimes arise from coherence among different molecules. Here we present arguments for the potential usefulness of macroscopic interference for laser control.

The theory presented here is based primarily on a wave packet analysis of four-wave mixing (FWM), for stimulated photon echo (SPE) and virtual echo (VE) phenomena. The simulations include rotational, vibrational and electronic degrees of freedom and are found to be in excellent agreement with the experimental results showing clear manifestations of microscopic and macroscopic interference. In the conclusion, we discuss the role of microscopic and macroscopic coherence in other multiple pulse experiments such as pump–probe and in laser control of neat and mixed samples.

2. Theory

2.1. Formulation

In this section we discuss the main ideas that lead to the distinction between microscopic and macroscopic coherence. For this purpose, we calculate the polarization resulting from a multiple pulse excitation using the wave packet formulation. The experimental results discussed here involve noncollinear laser pulses, requiring the introduction of a coordinate that locates each molecule in space ($x$). The internal molecular coordinate is denoted by ($r$). The model assumes that the initial state is a linear superposition of eigenfunctions with random phase, a condition that is valid for most systems under thermodynamic equilibrium. The interactions with the external electric fields are assumed weak and treated as a first-order perturbation. The electric fields are resonant with the spectroscopic transition between two electronic states. Our analysis is restricted up to third-order effects.

Interaction with each electric field is described using the time-dependent matrix elements of the dipole operator $\hat{V}^{(n)}(x, t) = \langle e | \mathbf{u} \cdot \mathbf{E}^{(n)}(t) | g \rangle$, where $e$ and $g$ indicate excited and ground state vibrational levels respectively, $\mathbf{u}$ is the transition dipole moment operator, and the electric field of the $n$th pulse is given by $\mathbf{E}^{(n)}(x, t) = E_0^{(n)}(t)e^{-i\omega_0 t - k_xt} + \text{c.c.}$ (where $E_0^{(n)}(t)$ is the amplitude of the laser field, $\omega_0$ is the carrier frequency, $k_n$ is the wave vector of the $n$th pulse). For each matrix element we write (using the rotation wave approximation)

$$\hat{V}^{(n)} = \frac{\hbar}{\epsilon} e^{ik_xt} \int_{-\infty}^{+\infty} \mathrm{d}t E_0^{(n)}(t) \exp\left(i(\omega_{eg} - \omega_0) t\right)$$

$$= \frac{1}{2} A_{eg}^{|n|} e^{ik_xt}, \quad (1)$$

where $\omega_{eg}$ and $\mathbf{u}_{eg}$ are the frequency and dipole moment of the $e \leftrightarrow g$ transitions.

The zero-order set of wave functions in the ground state is a linear combination of vibrational eigenfunctions, $|g(r)\rangle$, with $\Psi^{(0)}(r, t) = \sum_{k} \times \left\langle r - t_1 | g(r) \right\rangle$, where $t_1$ is defined as zero time and $\epsilon_{g}$ is the energy of gth ground state vibrational level. Excitation with the first pulse at $t = t_1$ creates on the excited electronic state first-order wave packets $\Psi^{(1)}(x, t; k_1)$ proportional to the factor $\exp(i k_1 x - i\omega_0 (t - t_1))$. After the second pulse is applied at time $t = t_2$, a new set of first-order wave packets $\Psi^{(1)}(x, r, t; k_2)$ is excited from the ground state, while a second-order wave packet $\Psi^{(2)}(x, r, t; k_1 - k_2)$ is de-excited back into the ground electronic state as a result of stimulated emission process. This wave packet has a phase factor $\exp(i(k_1 - k_2)x - i\omega_0 (t_2 - t_1))$. The parameter $k_1 - k_2$ describes time order of the interacting pulses defining the time-space dependence of the wave packets. After the third pulse is applied at $t = t_3$, a first-order wave packet $\Psi^{(1)}(x, r, t; k_3)$ is generated into the excited state, two second-order wave packets $\Psi^{(2)}(x, r, t; k_1 - k_3)$ and $\Psi^{(2)}(x, r, t; k_2 - k_3)$ are de-excited into the ground state and a third-order wave packet,
\(\Psi^{(3)}(x, r, t; k_1 - k_2 + k_3)\), is generated in the excited state.

The signs of the wave vectors for multiple interactions is determined by the rotating wave approximation (RWA), for a system with two electronic levels, and play a major role in the classification of FWM processes vide infra. After three pulses, the total wave function of a single molecule is given by the sum of eight wave packets:

\[
\Psi(x, r, t) = \Psi^{(0)} + \Psi^{(1)}(k_1) + \Psi^{(1)}(k_2) + \Psi^{(1)}(k_3) \\
+ \Psi^{(2)}(k_1 - k_2) + \Psi^{(2)}(k_1 - k_3) + \Psi^{(2)}(k_2 - k_3) \\
+ \Psi^{(3)}(k_1 - k_2 + k_3).\tag{2}
\]

It is important to keep track of the wave vectors for each component when dealing with noncollinear laser pulses. The phase-matching condition requires conservation of energy and momentum. For simplicity, we omitted the coordinates \(x, r, t\) in the wave function’s notation.

The polarization of medium \(P(x, t)\) results from the average of the dipole moment operator

\[
P(x, t) \propto \langle \Psi(x, r, t) | \mu(r, t) | \Psi(x, r, t) \rangle, \tag{3}
\]

leading to the expansion of the polarization in terms of the external electric field. The electric field generated by the gaseous medium after interaction with the three pulses, \(E^{(3)}(x, t)\), is proportional to the third-order polarization, \(P^{(3)}(x, t)\). This polarization contains 10 complex conjugate pairs that result from substitution of Eq. (2) into Eq. (3) and gathering third-order terms, see Table 1. The signal is proportional to the intensity of the emitted light, \(I^{(4)}(x, t) = I(x, t)\). The directions of the signal beams are listed in Table 1. For \(-k_1 + k_2 + k_3\) the Liouville pathways known as \(R_2\) and \(R_3\) (plus their c.c. \(R_6\) and \(R_7\)) contribute to the signal [13]. This phenomenon is called stimulated photon echo. For \(k_1 - k_2 + k_3\) the Liouville pathways known as \(R_1\) and \(R_4\) (plus their c.c. \(R_5\) and \(R_6\)) contribute to the signal. This phenomenon is called VE [23]. The third-order polarization for each phenomenon is the sum of the polarizations from different Liouville pathways, \(P^{(3)}_{\text{VE}} = P^{(3)}_1 + P^{(3)}_4\) and \(P^{(3)}_{\text{spe}} = P^{(3)}_2 + P^{(3)}_3\). The interference between the electric fields resulting from these polarizations results in a macroscopic interference. In the case of collinear excitation when \(k_1 = k_2\), VE and SPE polarizations interfere [23]. The rest of the processes listed in Table 1 do not emit signal in the detected phase-matching direction, and are not considered in this discussion.

The FWM signals result from all the terms given in Table 1. Notice that for calculating \(P^{(3)}\) we collect expressions where |\(\Psi^{(1)}\)| or |\(\Psi^{(2)}\)| overlap with \(\langle \Psi^{(2)} |\mu| \Psi^{(1)} \rangle\) respectively. In particular if \(P^{(3)}\) is proportional to \(\langle \Psi^{(0)} |\mu| \Psi^{(3)} \rangle\) or \(\langle \Psi^{(2)} |\mu| \Psi^{(1)} \rangle\). We can obtain information about the wave packet dynamics of the system by calculating the third-order polarization that is proportional to the average dipole moment operator between the even-order bra wave functions and odd-order ket wave functions. Naturally, the molecule does not know where transitions take place or whether the wave packet is on the bra or ket side, because it is not a molecular characteristic. The difference between bra and ket appears when we calculate any physical measurable value quantum mechanically averaging the corresponding operator. The separation of bra and ket interactions and collection of terms based on the phase matching direction reduces the calculation from 20 integrals (including complex conjugates) to four. The separation of bra and ket interactions is the foundation for the density matrix approach to nonlinear optics and powerful diagrammatic representations known as double-sided Feynman diagrams and ladder diagrams [13,24–26]. In this article, we use the wave packet presentation to illustrate the related dynamics initiated and measured with the three-pulse FWM. A density matrix based description of related experiments including double-sided Feynman diagrams and Liouville equation has been given in Refs. [27–29]. The ladder diagrams for the
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4 Terms \(\Psi^{(2)}(k_1 - k_2)\) and \(\Psi^{(3)}(k_1 - k_3 + k_3)\) are not included in Eq. (2) because they do not contribute to the FWM signal in the phase-matching direction. Such terms may contribute to fifth, seventh and higher odd-order polarizations not considered in this theoretical model explicitly.
Table 1
Third-order polarization components

<table>
<thead>
<tr>
<th>$P^{(3)}$</th>
<th>Space–time modulation</th>
<th>Phenomena</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\langle \Psi^{(2)}(k_2 - k_1)</td>
<td>\mu</td>
<td>\Psi^{(1)}(k_1) \rangle + c.c.$</td>
<td>$\exp[i(k_1 - k_2 + k_3) x - i\omega t] + c.c.$</td>
</tr>
<tr>
<td>$\langle \Psi^{(2)}(k_1 - k_2)</td>
<td>\mu</td>
<td>\Psi^{(1)}(k_1) \rangle + c.c.$</td>
<td>$\exp[i(k_1 - k_2 + k_3) x - i\omega t] + c.c.$</td>
</tr>
<tr>
<td>$\langle \Psi^{(2)}(k_1 - k_2)</td>
<td>\mu</td>
<td>\Psi^{(1)}(k_1) \rangle + c.c.$</td>
<td>$\exp[i(k_1 - k_2 + k_3) x - i\omega t] + c.c.$</td>
</tr>
<tr>
<td>$\langle \Psi^{(2)}(k_1 - k_2)</td>
<td>\mu</td>
<td>\Psi^{(1)}(k_1) \rangle + c.c.$</td>
<td>$\exp[i(k_1 - k_2 + k_3) x - i\omega t] + c.c.$</td>
</tr>
<tr>
<td>$\langle \Psi^{(2)}(k_1 - k_2)</td>
<td>\mu</td>
<td>\Psi^{(1)}(k_1) \rangle + c.c.$</td>
<td>$\exp[i(k_1 - k_2 + k_3) x - i\omega t] + c.c.$</td>
</tr>
<tr>
<td>$\langle \Psi^{(2)}(k_1 + k_2 - k_3)</td>
<td>\mu</td>
<td>\Psi^{(1)}(k_1) \rangle + c.c.$</td>
<td>$\exp[i(k_1 - k_2 + k_3) x - i\omega t] + c.c.$</td>
</tr>
</tbody>
</table>

*The first column contains all terms that contribute to the third-order polarization $P^{(3)}$ after interaction with three degenerate, time-separated, noncollinear laser pulses. The second column contains the space–time modulations for each term, which define the direction of the emitted light. In the last column, we indicate the response functions that contribute to the SPE and VE signals with phase matching condition $-k_1 + k_2 + k_3$ and $k_1 - k_2 + k_3$ respectively.

$R_j \quad \begin{array}{c} \uparrow \downarrow \end{array} \quad P^{(0)}(x,t) = \langle \Psi^{(0)}(x,r,t) | \mu | \Psi^{(0)}(x,r,t; k_1, k_2, k_3) \rangle$

Fig. 1. Calculated wave packet snapshot of the $R_4$ nonlinear optical response due to the time–space dependent dipole matrix element $\langle \Psi^{(0)} | \mu | \Psi^{(3)}(k_1 - k_2 + k_3) \rangle + c.c.$ For this calculation equally populated $\ell'' = 2$ and 3 vibrational levels are considered, therefore, two wave packets appear after each interaction. The wave packets that contribute to the signal are indicated by solid (ket) and dashed (bra) circles. All transitions take place on the ket side. (a) All transitions are synchronized with packet motion and the polarization is maximized. (b) The population in the ground state after the second pulse is maximized, but the third pulse is out of phase with ground state oscillations. (c) The third pulse is in phase with ground state oscillations, but the population in the ground state after the second pulse is minimized. (d) When all transitions are out of phase with the wave packet motion the polarization is minimized.

VE and SPE pathways are shown in the upper-left corner of Figs. 1–4. The horizontal lines correspond to the ground and excited states. The vertical arrows can be considered to be absorption
Fig. 2. Calculated wave packet snapshot of the $R_1$ nonlinear optical response due to the time-space dependent dipole matrix element $\langle \Psi^{(2)}(k_2 - k_1) | \Psi^{(1)}(k_1) \rangle + \text{c.c.}$ For this calculation equally populated $v'' = 2$ and $3$ vibrational levels are considered, therefore, two wave packets appear after each interaction. The wave packets that contribute to the signal are indicated by solid (ket) and dashed (bra) circles. The transition on the ket at $t_1$ forms first-order wave packets $|\Psi^{(1)}(k_1)\rangle$ and two transitions at $t_2$ and $t_1$ form second-order wave packets $\langle \Psi^{(2)}(k_2 - k_1) | \Psi^{(1)}(k_1) \rangle | \Psi^{(0)}(k_0) \rangle$ on the bra side. (a) All transitions are synchronized with the wave packet motion and the polarization is maximized. (b) At $t_2$, the new bra excited state wave packets have the same phase and result in a constructive macroscopic interference. The third pulse is out of phase with the excited state oscillations. (c) At $t_2$ the two new bra excited state wave packets have opposite signs, resulting in a destructive macroscopic interference. The third pulse is in phase with excited state oscillations. (d) At $t_2$ the two new bra excited state wave packets have opposite signs, resulting in a destructive macroscopic interference. The third pulse is out of phase with the excited state oscillations.

(Up) or stimulated emission (down).\(^5\) Time goes from left to right. The solid lines correspond to $|\text{ket}\rangle$ interactions, while the dashed lines correspond to $\langle\text{bra}\rangle$ interactions.

2.2. Wave packet dynamics

We have performed calculations of the wave packets discussed above using relevant spectroscopic parameters in order to visualize the dynamics involved and to identify the components that lead to the third-order polarization. The calculations of wave packet snapshots do not include rotations and are carried out with delta function pulses. Calculations with 60 fs pulses yielded similar results. The calculations assume equally populated $v'' = 2$ and $3$ levels in the ground state and the excitation overlaps levels $v' = 6-15$ in the excited state and $v'' = 0-6$ in the ground state. The figures display the contribution of the absolute value squared of the wave function initiated from each vibrational state. Negative amplitude contributions represent destructive macroscopic interference.

The signal formation for the VE experiments depends on the Liouville pathways $R_4$ and $R_1$ (see Figs. 1 and 2). Both of these diagrams are

\(^5\) Each arrow represents action with the photon annihilation or creation operator, absorption or emission, being physical observables, require two such interactions.
Fig. 3. Calculated wave packet snapshot of the $R_2$ nonlinear optical response due to the time-space dependent dipole matrix element $\langle \Psi^{(2)}(k_1 - k_2) | \mu | \Psi^{(1)}(k_2) \rangle$ + c.c. For this calculation, equally populated $\nu = 2$ and 3 vibrational levels are considered, therefore, two wave packets appear after each interaction. The wave packets that contribute to the signal are indicated by solid (ket) and dashed (bra) circles. The transition on the ket at $t_2$ forms first-order wave packet $| \Psi^{(1)}(k_2) \rangle$ and two transitions at $t_1$ and $t_3$ form second-order wave packet $\langle \Psi^{(2)}(k_1 - k_2) \rangle$ on the bra side. (a) All transitions are synchronized with the wave packet motion and the polarization is maximized. (b) At $t_2$, the new ket excited state wave packets have the same phase and results in a constructive macroscopic interference. The third pulse is out of phase with the excited state oscillations. (c) At $t_2$ the two new ket excited state wave packets have opposite signs, resulting in a destructive macroscopic interference. The third pulse is in phase with the excited state oscillations. (d) At $t_2$ the two new ket excited state wave packets have opposite signs, resulting in a destructive macroscopic interference. The third pulse is out of phase with the excited state oscillations.

 iniciated with a ket interaction. After the first two interactions, the system is in the ground state for $R_4$ and in the excited state for $R_1$. Wave packet snapshots for the $R_4$ Liouville pathways are presented in the Fig. 1. This pathway can be thought of as a pump–dump–pump sequence. The first pair of pulses creates a ground state wave packet. The amplitude of this packet is large when $\tau_{12} = 2\pi n/\omega_e$ (see Fig. 1a and b) or small when $\tau_{12} = 2\pi(n + 0.5)/\omega_e$ (see Fig. 1c and d). The third pulse probes wave packet motion in the ground state. The amplitude of the signal is large when $\omega_e \tau_{23} = 2\pi n/\omega_e$ (see Fig. 1a and c) or small when $\tau_{23} = 2\pi(n + 0.5)/\omega_e$ (see Fig. 1b and d). The largest contribution from the $R_4$ pathway is observed when $\tau_{12} = 2\pi n/\omega_e$ and $\tau_{23} = 2\pi n/\omega_e$. The third-order polarization for this pathway $P_4^{(3)}$ is proportional to the dipole coupling between the third-order wave packet in the excited state (solid circle) and the zeroth-order ground state wave functions (dashed circle) in Fig. 1.

Wave packet snapshots for the $R_1$ pathway are shown in the Fig. 2. The first pulse creates a first-order wave packet $\Psi^{(1)}(k_1)$ on the excited state. The second pulse interacts with the ground state again and creates a second wave packet $\Psi^{(1)}(k_2)$ on the excited PES. The third pulse dumps the wave packet created by the second pulse to form $\Psi^{(2)}(k_3)$. The signal results from the dipole coupling between the first wave packet, moving on the excited state (solid circle), and the wave packet moving on the ground state (dashed circle),
Fig. 4. Calculated wave packet snapshot of the $R_3$ nonlinear optical response due to the time-space dependent dipole matrix element $(\Psi^{(2)}(k_1 - k_2)|\mu|\Psi^{(1)}(k_1)) + c.c.$ For this calculation, equally populated $v = 2$ and $3$ vibrational levels are considered, therefore, two wave packets appear after each interaction. The wave packets that contribute to the signal are indicated by solid (ket) and dashed (bra) circles. Two transitions at $t_1$ and $t_2$ form second-order wave packets $(\Psi^{(2)}(k_1 - k_2))$ on the bra side and the transition on the ket at $t_3$ forms first-order wave packets $|\Psi^{(1)}(k_1)\rangle$. (a) All transitions are synchronized with the wave packet motion and the polarization is maximized. (b) The population in the ground state after the second pulse is maximized. The third pulse excites two new ket wave packets that have opposite signs, resulting in a destructive macroscopic interference. (c) The second pulse at $t_3$ is out of phase with the excited state dynamics. The third pulse excites two new ket wave packets resulting in a constructive macroscopic interference. (d) The second pulse at $t_3$ is out of phase with the excited state dynamics. The third pulse excites two new ket wave packets that have opposite signs resulting in a destructive macroscopic interference.

\[
\langle \Psi^{(2)}(k_2 - k_3)|\mu|\Psi^{(1)}(k_1)\rangle + c.c. \]

The maximum signal from the $R_3$ pathway is observed when the third pulse is in phase with the wave packet motion on the excited state $\tau_{23} = 2\pi n/\omega_e$ (see Fig. 2a and c). $R_1$ is minimized when the last pulse is out of phase with respect to the excited state oscillation $\tau_{23} = 2\pi (n + 0.5)/\omega_e$ (see Fig. 2b and d). The signal from $R_1$ oscillates with the excited state vibrational frequency $\omega_e$ as a function of the scanned time delay $\tau_{23}$.

The amplitude of the $R_3$ pathway has an additional dependence on the macroscopic interference between signals generated from wave packets excited from different initially populated vibrational levels in the ground state. Here we discuss this case with a model system having two equally populated vibrational levels in the ground state and multiple levels in the excited electronic state. The initial state of the system is a sum of two eigenstates $|n\rangle$, with random phases $\phi_n$:

\[
\Psi^{(0)}(t = 0) = |\Psi^{(0)}_1 + e^{i\phi_1}|1\rangle + e^{i\phi_2}|2\rangle.
\]

After the first pulse the wave packet created in the excited state, is given by the sum of two first-order wave packets originating from the two ground state vibrational levels:

\[
\Psi^{(1)}(k_1) = |\Psi^{(1)}_1(k_1) + \Psi^{(1)}_2(k_1)\rangle.
\]

It is important to realize that each wave packet is statistically independent because they are excited from different ground vibrational levels. After the
second pulse, a new wave packet is formed in the excited state, that is given by the sum of two first-order wave packets from different initial vibrational levels but now with a well-defined phase delay with respect to the wave packet in Eq. (4).

\[
\Psi^{(1)}(k_2) = \exp(-i\tau_{12}/\hbar)\Psi^{(1)}_1(k_2) \\
+ \exp(-i\tau_{21}/\hbar)\Psi^{(1)}_2(k_2).
\]

After the third pulse, a second-order wave packet is formed in the ground state, and it is the sum of the two wave packets from Eq. (6).

\[
\Psi^{(2)}(k_2 - k_3) = \exp(-i\tau_{12}/\hbar)\Psi^{(2)}_1(k_2 - k_3) \\
+ \exp(-i\tau_{21}/\hbar)\Psi^{(2)}_2(k_2 - k_3).
\]

The third-order polarization for \( R_1 \) is given by

\[
P^{(3)}_1 \propto \langle \exp(-i\tau_{12}/\hbar)\Psi^{(2)}_1(k_2 - k_3)|\mu|\Psi^{(1)}_1(k_1) \rangle \\
+ \exp(-i\tau_{21}/\hbar)\Psi^{(2)}_2(k_2 - k_3)|\mu|\Psi^{(1)}_2(k_1) \rangle \\
+ \text{c.c.}
\]

Because of the random phases between the initial eigenfunctions (see Eq. (4)) the cross terms in Eq. (8) are cancelled after the average over the phase, therefore the polarization is given by

\[
P^{(3)}_1 \propto \exp(-i\tau_{12}/\hbar)\langle \Psi^{(2)}_1(k_2 - k_3)|\mu|\Psi^{(1)}_1(k_1) \rangle \\
+ \exp(-i\tau_{21}/\hbar)\langle \Psi^{(2)}_2(k_2 - k_3)|\mu|\Psi^{(1)}_2(k_1) \rangle \\
+ \text{c.c.}
\]

If the two wave packets in the excited state are sufficiently similar and the Frank–Condon approximation is valid then

\[
\langle \Psi^{(2)}_1(k_2 - k_3)|\mu|\Psi^{(1)}_1(k_1) \rangle \\
\approx \langle \Psi^{(2)}_1(k_2 - k_3)|\mu|\Psi^{(2)}_1(k_1) \rangle \\
\approx \mu \langle \Psi^{(2)}_2(k_2 - k_3)|\Psi^{(1)}_1(k_1) \rangle.
\]

In this case, we can rewrite expression (9) as follows:

\[
P^{(3)}_1 \propto \exp(-i\tau_{12}/\hbar) + \exp(-i\tau_{21}/\hbar) \\
\times \langle \Psi^{(2)}_2(k_2 - k_3)|\Psi^{(1)}_1(k_1) \rangle + \text{c.c.}
\]

and the signal from \( R_1 \) pathway is given by

\[
I_1 \propto [1 + \cos(\omega_0 \tau_{12})]\langle \Psi^{(2)}_2(k_2 - k_3)|\Psi^{(1)}_1(k_1) \rangle^2.
\]

The signal carries an oscillation with frequency \( \omega_0 \) as a function of \( \tau_{12} \) that originates from the creation of two phase-related wave packets (see Eq. (6)). This oscillation leads to the observation of a macroscopic coherence.

This formal analytical result may be visualized with wave packet snapshots. When \( \tau_{12} = 2\pi n/\omega_0 \), the quantum phase difference between the excited state wave packets is zero or \( 2\pi \) (see Fig. 2a and b). When \( \tau_{12} = 2\pi (n + 0.5)/\omega_0 \), the phase shift between the excited state wave packets is \( \pi \), therefore, their amplitudes have opposite signs (see Fig. 2b and d). Because of this synchronization-interference sequence, the \( R_1 \) pathway’s contribution to the signal can be maximized or minimized. This synchronization-interference control mechanism requires two or more initially populated ground states. When only one vibrational level is populated in the ground state this control ‘knob’ is lost.

Now we analyze the microscopic and macroscopic coherence in the SPE measurements. The analysis is analogous to that of the \( R_1 \) Liouville pathway but now performed for \( R_2 \) and \( R_3 \) (see Figs. 3 and 4, respectively). For both of these cases, the synchronization-interference mechanism plays a major role. Liouville pathways \( R_2 \) and \( R_3 \) contribute equally to the SPE signal (see the appendix and Figs. 3 and 4). The wave packet snapshots corresponding to the \( R_3 \) dynamics are shown in Fig. 3. The amplitude of this pathway depends on the timing between the wave packet motion on the excited state and the delay time between the first and third pulses. When \( \tau_{13} = 2\pi n/\omega_0 \), \( R_2 \) is maximized (see Fig. 3a and c) while for \( \tau_{13} = 2\pi (n + 0.5)/\omega_0 \), \( R_2 \) is minimized (see Fig. 3b and d). Both of these cases are due to pump–dump control. When \( \tau_{12} = 2\pi n/\omega_0 \) we have a maximum signal (see Fig. 3a and b) and when \( \tau_{12} = 2\pi (n + 0.5)/\omega_0 \) we have a minimum signal (see Fig. 3c and d). Both of these cases are due to synchronization interference. A similar analysis is valid for the \( R_3 \) process (see Fig. 4), however, the
pump-dump process occurs for \( \tau_{12} \) and the synchronization interference occurs for \( \tau_{11} \).

A question that is usually raised for three-pulse FWM is why phase-locked pulses are not required with noncollinear beams. From a theoretical point of view, the electric field of different pulses may have a random phase \( \theta_1, \theta_2, \theta_3 \). Each field is given by 
\[
E_n(x,t) = E_0^n(t) \exp[-i\omega_0 t + i\mathbf{k}_n x + i\theta_n] + \text{c.c.}
\]

The system generates a new electric field \( E^4(x,t) \) that is proportional to 
\[
\exp[-i\omega_0 (t - (\mp t_1 \pm t_2 + t_3)) + i(\mp \mathbf{k}_1 \pm \mathbf{k}_2 + \mathbf{k}_3) x + i(\mp \theta_1 \pm \theta_2 + \theta_3)]
\]

(upper sign for SPE and lower sign for VE). In the case of homodyne detection, the phase dependence cancels after integration over time in the phase-matching direction \( (\mp (\mathbf{k}_1 - \mathbf{k}_2)) + \mathbf{k}_3 \). From a physical point of view, the grating formed after the first two pulses has a wave-vector \( (\mp (\mathbf{k}_1 - \mathbf{k}_2)) \) and a random phase \( (\theta_1 - \theta_2) \). The third pulse diffracts from this grating in the direction \( (\mp (\mathbf{k}_1 - \mathbf{k}_2)) + \mathbf{k}_3 \) with phase \( (\theta_1 - \theta_2) + \theta_3 \). This phase does not affect intensity measurements of the signal with time integrating detectors. For heterodyne detection, or other methods involving four interactions with the electric fields phase locking is required. For experiments using collinear pulses, the above distinctions do not apply and all processes in Table 1 interfere. A more detailed description of the theoretical parameters used for the calculation of electronic, vibrational and rotational degrees of freedom is included in the appendix.

3. Experimental

We have selected a simple molecular system and a powerful background-free detection method in order to explore coherent control with three-pulse sequences. The experiments were carried out on the \( (B^3 \prod_{0 \rightarrow 0} \leftarrow X^1 \Sigma_{0 \rightarrow g}) \) transition of molecular iodine, for which the potential energy curves and spectroscopic constants are well known [30,31]. The experimental method is homodyne, spectrally integrated, noncollinear, femtosecond, three-pulse degenerate FWM [28,32–40]. The experiments were obtained with an amplified colliding-pulse mode-locked laser producing \( \sim 60 \text{ fs} \) (FWHM) transform-limited Gaussian pulses which were then split into three time-delayed beams with an energy of approximately 30 \( \mu \text{J/pulse} \). The central wavelength of the pulses was 620 nm, which is resonant with the B–X transition in molecular iodine. Iodine was sealed in a quartz cell kept at 180°C. The optical density of the sample was 0.2, indicating a nonsaturated vapor pressure at this temperature. The laser pulses were arranged in a noncollinear geometry (see Fig. 5), and optimized for phase-matching detection [41,42]. The background-free FWM signal was collected in the direction \( \mathbf{k}_{\text{FWM}} = \mathbf{k}_a - \mathbf{k}_b + \mathbf{k}_c \) with a 10 ns gated photomultiplier. We present two types of experiments SPE and VE. For both cases, pulse b defines time zero. Pulse a is fixed in time with respect to pulse b, while pulse c is scanned with an optical delay line. When pulse b is the first to reach the sample, the phase-matching condition is \( \mathbf{k}_{\text{SPE}} = -\mathbf{k}_1 + \mathbf{k}_2 + \mathbf{k}_3 \) and hence an SPE signal is collected. This setup is often used to interrogate liquid samples [19,22]. If pulse b is the second to arrive at the sample, the phase-matching condition is \( \mathbf{k}_{\text{VE}} = \mathbf{k}_1 - \mathbf{k}_2 + \mathbf{k}_3 \) and hence a VE signal is collected.

4. Results

The experimental results for the VE and SPE pulse sequences are presented in Figs. 6 and 7,
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- \( \tau_{12} = 614 \text{ fs} \)
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Fig. 6. (a) VE pulse sequence for the phase-matching condition \( k_{VE} = k_1 - k_2 + k_3 \). Pulse a is first, b is second and c is third. Pulse a has a fixed delay time with respect to b, the position of pulse b is defined as time zero, and pulse c scanned. (b) The experimental data, spectrally and time integrated, is shown for two delay times \( \tau_{12} = 614, 460 \text{ fs} \) as a function of \( t_{23} \). When \( \tau_{12} = 460 \text{ fs} \), the oscillation period 307 fs of the VE signal corresponds to the vibrational motion of the excited state of \( I_2 \). When \( \tau_{12} = 614 \text{ fs} \), the additional oscillation with the ground state vibrational period of 160 fs appears. (c) Theoretical simulation of the VE signals.

Experiment

- \( \tau_{13} = 614 \text{ fs} \)
- \( \tau_{13} = 460 \text{ fs} \)
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- \( 2\pi \omega_e \)
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Fig. 7. (a) SPE pulse sequence for the phase-matching condition \( k_{PF} = -k_1 + k_2 + k_3 \). Pulse b is first, c is second and a is third. Pulse a has a fixed delay with respect to b, where the time of pulse b is defined as time zero, and pulse c is scanned. (b) The experimental data, spectrally and time integrated, is shown for two delay times \( \tau_{13} = 614, 460 \text{ fs} \) and scanned \( \tau_{12} \). When \( \tau_{13} = 460 \text{ fs} \), the oscillation period (307 fs) of the SPE signal corresponds to the vibrational motion of the excited state molecules. When \( \tau_{13} = 614 \text{ fs} \), additional oscillations with the ground state vibrational period (160 fs) appears. (c) Theoretical simulation of the SPE signals.
respectively. The experimentally measured intensity of FWM emission intensity and modulation is similar for both experiments. Notice that when the delay time between the first two pulses equals 460 fs the VE data contains beats with a period of 307 fs. In a previous publication we showed long (15 ps) scans corresponding to a similar observation [43]. The Fourier transform of these data contains only one strong peak with maximum 108 cm$^{-1}$, corresponding to the classical vibrational frequency of the B state with vibrational quantum numbers \( v' = 6-11 \). When the delay between the first two pulses equals 614 fs the data contains the same excited state featuring together with additional peaks centered between two previous ones. The Fourier transform of a long scan for this condition contains a strong peak at 208 cm$^{-1}$. The temporal and spectral resolution is good enough to conclude that we are not observing the “second harmonic” of the excited state frequency, but rather the vibrational frequency in the ground electronic state with vibrational number \( v'' = 2-4 \), together with a contribution of the excited state.

The experimental observations of VE confirm the model discussed above. In Fig. 6b we see that when \( \tau_{12} = 614 \) fs the signal has ground state oscillations, but when \( \tau_{12} = 460 \) fs, the signal has no ground state contribution. This is a result of the \( R_4 \) pathway control. The contribution of the \( R_1 \) pathway is approximately two times smaller than that of \( R_4 \). This is because the three pulses are linearly polarized (see the appendix). The full quantum simulation of the signal (see Fig. 6c) using formulas from the appendix reproduces our experimental observations.

The experimental observations for SPE measurements shown in Fig. 7, support the theoretical approach discussed above. When \( \tau_{13} = 614 \) fs \( R_2 \) is maximized and when \( \tau_{13} = 460 \) fs it is minimized, due to the pump–probe mechanism. The \( R_2 \) pathway results in ground state oscillations as a function of \( \tau_{12} \). The situation is reversed for the \( R_3 \) pathway, namely, the dependence on \( \tau_{12} \) gives an excited state oscillation. When \( \tau_{13} = 460 \) fs, the \( R_2 \) pathway is cancelled leaving only the excited state oscillations due to \( R_3 \). The theoretical simulations for the SPE data are based on the formulas in the appendix and are presented in Fig. 7c. The simulations shown were carried out with no adjustable parameters. Only rotational and vibrational spectroscopic parameters were included.

We call attention that despite the similarity between SPE and VE dynamics the source for the observed ground state oscillations is different. For the VE case it is the result of a microscopic interference, similar to the quantum beats observed in pump–probe or pump–dump processes, but for the SPE data the ground state oscillations result of macroscopic interference or synchronization interference caused by the coherence introduced by the pulses.

The ground and excited state dynamics observed with the VE method arise from the microscopic interference of wave packets in one Liouville pathway. Ground state dynamics results from wave packet motion in the ground state \( (R_3) \) while excited state dynamics from wave packet motion in the excited state \( (R_1) \). Similarly, the observation of the excited state dynamics in a SPE measurement results from the microscopic interference of wave packets in the \( R_3 \) Liouville pathway. However, the ground state dynamics observed in the SPE method results from a macroscopic interference. The experimental parameter that can be used to distinguish this macroscopic coherence is the distribution of the initial population, making the observation of this dynamics strongly dependent on the temperature. SPE is a powerful technique for studying intramolecular dynamics because it is not affected by inhomogeneous broadening. Using high-temperature samples it is possible to obtain molecular parameters such as vibrational relaxation and intramolecular vibrational redistribution of the ground electronic state through the macroscopic coherence. In this particular case, macroscopic interference is not a “deleterious” effect. In the following section we discuss other uses for macroscopic coherences.

5. Discussion

In this work, we calculated wave packet snapshots of processes occurring in rephasing (SPE) and nonrephasing (VE) signals observed in three-pulse FWM measurements. We identified microscopic
and macroscopic sources of interference. The theory was found to be in excellent agreement with the experimental data. The wave packet analysis of the nonlinear processes revealed three methods for controlling the observed third-order polarization. The first is based on preventing the interference between VE and SPE Liouville pathways. For noncollinear geometry and time-separated pulses, the SPE and VE contributions are easily separated because the two have different phase-matching directions that depend on the experimental geometry [13]. For FWM experiments with pairs of phase-locked collinear laser pulses, the four Liouville paths give interfering contributions to the signal [44–46]. The second control method uses the time delay between pulses to suppress or amplify a given Liouville path based on a pump–dump principle [19,21,27,28,34,47]. The amplitude modulation of the Liouville pathways is caused by the microscopic interference [13] and it gives rise to the well-known quantum beat phenomenon. Because FWM with phase-matched detection is a coherent nonlinear process, there is a third possibility to control the polarization involving macroscopic interference. For this case, superpositions of wave packets that belong to different molecules in the sample interfere. The FWM signal is a coherent superposition of signals generated through dipole coupling between wave packets from different initial vibrational levels in the ground state in different molecules. Ground state dynamics can thus be measured for setups like SPE where microscopic interference should only yield excited state dynamics. This process is identified as synchronization interference (see Fig. 8). Here we emphasize that this macroscopic interference within a homogeneous sample appears when multiple ground state levels are populated in the sample.

Macroscopic interference arises from different molecules, different pathways from one molecule, or different initial states in one Liouville pathway (as discussed in this paper). The experimental identification of macroscopic interference is not always straightforward. In this study, we show that nonlinear signals can be modulated by microscopic and macroscopic interference. It can therefore be assumed that in experiments where the observable is a nonlinear polarization, such as a Raman transition or the generation of high harmonics, macroscopic interference can play an important role. This may be the case in the experiments on coherent control of bond excitation from Ref. [48], as well as the work on shaped-pulse optimization of high harmonics from Ref. [49].

![Fig. 8. Ladder diagrams for VE (R₂ and R₁) and for SPE (R₂ and R₁). The horizontal lines correspond to the vibrational states of the ground or excited states. The vertical arrows correspond to the absorption (up) or stimulated emission (down). The time goes from left to right. The solid lines correspond to transitions on the ket side, while the dashed lines to transitions on the bra. There are two control mechanisms. The first one, called “pump–dump”, which is possible when sequential transitions take place on one side (bra or ket). The second mechanism, called “synchronization interference”, is possible when there are two transitions from one electronic state to another on both (bra and ket) sides. Conditions for in-phase excitations, when signal is maximized are marked in the figures.](image-url)
Clearly, macroscopic interference can help to modulate the observed signal. However, the role that macroscopic coherence can play in laser control of chemical reactions is not as clear.

We believe that optimal field control of chemical reactions takes advantage of both microscopic and macroscopic interference, especially for high-order nonlinear optical process, when there are many optical transitions between ground and excited states. If this premise is correct, then starting from a pure initial state using jet-cooled molecules can result in the loss of macroscopic interference and hence a loss of control 'knobs'. As shown in this study the presence of different initial states as in a chemical mixture or a thermal population can lead to modulation of the sample polarization. The overall polarization and not only the laser field can influence the outcome of a chemical process.

A large number of experiments have been carried out showing microscopic and macroscopic coherences. Our theoretical section provided a wave packet formalism to model FWM experiments with noncollinear pulses. Here we discuss other more familiar experimental setups. Consider the vibrational wave packet motion observed in molecular iodine following pump–probe measurements [50]. If the iodine molecules are initially in a pure state, then only microscopic coherence is observed. If more than one state is thermally populated then the initial excitation creates a number of microscopic coherences. The probe pulse interrogates the wave packets taking them to a new excited state and the signal corresponds to an incoherent sum of microscopic coherences.

Consider the experiment of Gerdy et al. on molecular iodine in the gas phase [51]. In that experiment two collinear pump pulses were used before the probe pulse. The observations were as follows. When the pump pulses were spaced by a time equal to an integer of the vibrational period of the excited state, \( \tau_{12} = 2\pi n/\omega_e \) excited state oscillations were observed as a function of time delay of the probe pulse. When the pump pulses were spaced by a time equal to half of the vibrational period of the excited state, \( \tau_{12} = 2\pi(n + 0.5)/\omega_e \), no oscillations were observed. The two wave packets formed in the excited state in this experiment have a well-defined phase and exhibit a macroscopic coherence. Unfortunately, the experiment by Gerdy was carried out without active phase stabilization between the two pump pulses. As the data was averaged to improve the signal to noise level, at each time delay with multiple laser shots and over multiple scans, the phase sensitive information was lost. Therefore, the results presented the incoherent sum of two pump–probe experiments. The experiments presented here on gas phase were obtained with similar laser pulses as used in Gerdy's experiment but phase coherence between the lasers was ensured by the phase-matching detection. The results obtained for the two time delays, \( \tau_{12} = 2\pi n/\omega_e \) or \( \tau_{12} = 2\pi(n + 0.5)/\omega_e \), are drastically different.

Experiments with two phase-locked pulses were carried out by Scherer et al. [52]. In these experiments, the first-order wave packets formed by each pulse interfere constructively or destructively in the first excited state depending on their relative phase. Scherer et al. detected the signal with lock-in amplification to get rid of the phase-insensitive signal and to enhance the phase-sensitive signal. The FWM signals from FWM experiments with phase-locked pulses have been analyzed by Cho et al. [12].

While two phase-locked pulses it is possible to observe photon echo emission as demonstrated by Warren and Zewail on gas phase iodine [53]. When three or more collinear pulses are phase locked, there is a possibility to observe microscopic as well as macroscopic coherences. The group of Wiersma has shown how the interference between different Liouville pathways, a macroscopic interference, leads to the cancellation of FWM signal [22,23]. It is reasonable to assume that experiments with shaped pulses, where the shaped pulse can be expressed as a combination of two or more phase-locked pulses, induce microscopic as well as macroscopic coherences that interfere. Therefore, a purely microscopic view of these experiments would miss the contribution of macroscopic coherences to the outcome.

In this article, we have chosen experiments with noncollinear phase-matched laser pulses to illustrate microscopic and macroscopic coherence phenomena. This setup ensures that the signal that is detected results from a phase-coherent
interaction of the three lasers. With noncollinear pulses it is easier to separate the different contributions to the signal and hence to separate macroscopic and microscopic coherence effects. We have also used a wave packet approach to model the observations and illustrate with snapshots every step of each Liouville pathway. The use of the density matrix formalism for calculating nonlinear optical signals is more efficient than the wave packet approach [13]. This is particularly true when relaxation processes are introduced. The wave packet approach allows one to distinguish between microscopic and macroscopic effects. Visualization of the nonlinear responses in terms of wave packet dynamics can be very valuable to understand these effects. Understanding the control possibilities for each of the Liouville path gives us the keys to analyze highly nonlinear effects introduced with intense and shaped laser pulses.

### 6. Conclusion

In this study, we have presented a wave packet representation for third-order processes indicating microscopic and macroscopic interference. Three sources of macroscopic interference are identified. The first is caused by interference between different Liouville pathways on different molecules. The second is caused by interference between the same Liouville pathway on different molecules. The third is caused by interference between different Liouville pathways from the same molecule. The theoretical formulation is used to model VE and SPE measurements on iodine vapor. The simulations were found to be in very good agreement with the data.

This paper is not limited in scope to three-pulse FWM with noncollinear pulses, the study provides an understanding that can be used to harness both microscopic and macroscopic interference for controlling quantum dynamics with lasers. These effects may act in tandem to control nonlinear optical effects such as high harmonics or Raman signals. For high-field interactions, macroscopic interference can also modulate the field that molecules experience thereby controlling the outcome of chemical processes.
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### Appendix A

This model takes into account vibrational and rotational motion and nuclear spin statistics. The results presented in this appendix correspond to a homonuclear diatomic molecule with two electronic resonance states, without vibrational relaxation and closely spaced rotational levels. All pulses must be spectrally degenerate, with a carrier frequency resonant with the electronic transition frequency (RWA must be valid), well separated in time, transform limited and with parallel linear polarization. The interaction of the molecule with the external field must be weak (first-order perturbation of each interaction). Homogeneous or inhomogeneous broadening as well as any initial coherence are neglected, a condition that is acceptable for modeling dynamics observed during the first few picoseconds on gas phase samples. The homodyne detected spectrally and time integrated signal intensity of SPE and VE measurements can be expressed as follows:

\[
I^{\text{SPE}}(t_1 = 0, t_2, t_3) 
\propto \sum_{l_1} \rho_l^2 \left( 6 + 4 \cos(4\beta_1 l t_3) \right) 
+ |B_{2eg}|^2 \left( 6 + 4 \cos(4\beta_1 l t_2) \right) 
+ (B_{2eg}B_{seg}^* + B_{2eg}^*B_{seg})[2 + 2 \cos(4\beta_1 l t_2) 
+ 2 \cos(4\beta_1 l (t_3 - t_2))] 
+ 2 \cos(4\beta_1 l (t_3 - t_2)) \right)
\]  
(A.1)
\[ I^{VE}(t_1 = 0, t_2, t_3) \]
\[ \propto \sum_{\text{leg}} \rho_{eg} \left| B_{eg} \right|^2 [6 + 4 \cos(4\beta_g l(t_3 - t_2)) ] + \left| B_{kg} \right|^2 [6 + 4 \cos(4\beta_e l t_2 ) ]
\[ + 4 \cos(4\beta_g l(t_3 - t_2))
\[ + 4 \cos(4\beta_e l t_2 + 4\beta_g l(t_3 - t_2))]
\[ + (B_{1eg} B_{2eg} + B_{1eg} B_{kg})(2 + 2 \cos(4\beta_g l t_2))
\[ + 2 \cos(4\beta_e l t_2 ) + 2 \cos(4\beta_e l(t_3 - t_2)) 
\[ + 2 \cos(4\beta_e - \beta_g l(t_3 - t_2))], \] (A.2)

where \( e \) and \( g \) vibrational quantum numbers in electronically excited and ground states; \( l \) is the rotational quantum number and the other parameters are defined below.

Vibrational dynamics through Liouville pathways \( R_1 - R_4 \):

\[ B_{1eg} = \mu_{eg} \sum_{\text{leg}} \rho_{eg} \exp(i(\Omega_e - \Omega_g) t_1 ) \]
\[ \times \exp(i(\Omega_e - \Omega_g) t_2 ) A_{eg}^{[3]} A_{eg}^{[2]} A_{eg}^{[1]} , \]

\[ B_{2eg} = \mu_{eg} \sum_{\text{leg}} \rho_{eg} \exp(i(\Omega_e - \Omega_g) t_1 ) \]
\[ \times \exp(i(\Omega_e - \Omega_g) t_2 ) A_{eg}^{[3]} A_{eg}^{[2]} A_{eg}^{[1]} , \]

\[ B_{3eg} = \mu_{eg} \sum_{\text{leg}} \rho_{eg} \exp(i(\Omega_e - \Omega_g) t_1 ) \]
\[ \times \exp(i(\Omega_e - \Omega_g) t_2 ) A_{eg}^{[3]} A_{eg}^{[2]} A_{eg}^{[1]} , \]

\[ B_{4eg} = \mu_{eg} \sum_{\text{leg}} \rho_{eg} \exp(i(\Omega_e - \Omega_g) t_1 ) \]
\[ \times \exp(i(\Omega_e - \Omega_g) t_2 ) A_{eg}^{[3]} A_{eg}^{[2]} A_{eg}^{[1]} , \] (A.3)

\[ A_{eg}^{[n]} \] is the spectral amplitude of interaction with \( n \)th pulse,

\[ A_{eg}^{[n]} = 2 \frac{\mu_{eg}}{h} \sqrt{S_{eg}^{[n]}}, \]
\[ \mu_{eg} = \mu \sqrt{\text{CFC}_{eg}}, \] (A.4)

where \( S_{eg}^{[n]} \) and \( \text{CFC}_{eg} \) are power spectra of the \( n \)th pulse and the Frank Condon coefficients for the frequencies of the \( e \leftarrow g \) vibrational transitions; \( \mu \) is the electronic dipole moment. The vibrational frequencies are

\[ \Omega_e = \frac{v_e}{\hbar} - \omega_0, \quad \Omega_g = \frac{v_g}{\hbar}, \] (A.5)

where \( v_e \) and \( v_g \) are the energy levels in excited \( e \) and ground \( g \) states and \( \omega_0 \) is the current frequency of the spectrally degenerate pulses. The expression for \( \beta_g \) and \( \beta_e \) are given by the rotational constants in ground \( B_g \) and excited \( B_e \) states,

\[ \beta_g = 2\pi B_g c, \quad \beta_e = 2\pi B_e c. \] (A.6)

\( \rho_g \) corresponds to the initial population of the \( g \) vibrational state in ground electron state,

\[ \rho_g = Q_g^{-1} \exp(-v_g/kT), \quad Q_v = \sum_g \exp(-v_g/kT). \] (A.7)

\( \rho_i \) is the initial population in state with angular momentum \( l \) is

\[ \rho_i = Q_e^{-1} (2l + 1) g_l \exp[-\beta_g h(l + 1)/kT], \quad Q_e = \sum_l (2l + 1) g_l \exp[-\beta_g h(l + 1)/kT], \] (A.8)

where \( g_l \) is the statistical weight for symmetrical \( \Sigma_{eg} \) ground electronic state and is given by

\[ g_l \propto \begin{cases} I + 1 & \text{(odd } l\text{)} \\ I & \text{(even } l\text{)} \end{cases} \]

when nuclei are fermions,

\[ g_l \propto \begin{cases} I & \text{(odd } l\text{)} \\ I + 1 & \text{(even } l\text{)} \end{cases} \]

when nuclei are bosons, (A.9)

where \( I \) is nuclear spin.
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