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ABSTRACT: Signal transduction is of vital importance to the
growth and adaptation of living organisms. The key to understand
mechanisms of biological signal transduction is elucidation of the
conformational dynamics of its signaling proteins, as the activation
of a signaling protein is fundamentally a process of conformational
transition from an inactive to an active state. A predominant form of
signal transduction for bacterial sensing of environmental changes in
the wild or inside their hosts is a variety of two-component systems,
in which the conformational transition of a response regulator (RR)
from an inactive to an active state initiates responses to the
environmental changes. Here, RR activation has been investigated
using RR468 as a model system by extensive unbiased all-atom
molecular dynamics (MD) simulations in explicit solvent, starting
from snapshots along a targeted MD trajectory that covers the
conformational transition. Markov state modeling, transition path theory, and geometric analyses of the wealth of the MD data
have provided a comprehensive description of the RR activation. It involves a network of metastable states, with one metastable
state essentially the same as the inactive state and another very similar to the active state that are connected via a small set of
intermediates. Five major pathways account for >75% of the fluxes of the conformational transition from the inactive to the
active-like state. The thermodynamic stability of the states and the activation barriers between states are found, to identify rate-
limiting steps. The conformal transition is initiated predominantly by movements of the β3α3 loop, followed by movements of
the β4α4-loop and neighboring α4 helix region, and capped by additional movements of the β3α3 loop. A number of transient
hydrophobic and hydrogen bond interactions are revealed, and they may be important for the conformational transition.

1. INTRODUCTION

It is well established that conformational dynamics play a
critical role in protein function,1,2 particularly in signal
transduction and regulation,3−6 which typically utilizes an
inactive to an active state conformational transition as a means
of signaling. One of the most prevalent and important forms of
signal transduction in living organisms is via a two-component
system (TCS), which is frequently integrated into a variety of
complex cellular signaling circuits.7 TCSs have been found in all
three kingdoms of life and are particularly abundant in
prokaryotes, including a variety of pathogenic bacteria, such
as Mycobacterium tuberculosis, Staphylococcus aureus, and
Pseudomonas aeruginosa.8 TCS-mediated signal transduction is
the predominant mechanism for bacterial sensing of extrac-
ellular conditions. For bacteria in the wild, TCS signal
transduction is responsible for sensing a variety of environ-
mental conditions, such as temperature, osmopressure, and
nutrients. For bacteria in human and animals, TCS signal
transduction play critical role in bacterial adaptation to the
various compartments of their hosts and are important for their
virulence and pathogenesis.

A typical TCS system consists of a protein histidine kinase
(HK) and a cognate response regulator (RR). While the HK is
responsible for sensing environmental changes, RR functions as
a switch and initiates cellular responses upon its phosphor-
ylation by HK. The essence of RR activation is its conforma-
tional transition from an inactive to an active state, which is
stabilized by phosphorylation. Consequently, elucidation of the
conformational dynamics of RR is fundamental for under-
standing the mechanism of TCS signal transduction. Because of
the importance of TCS signal transduction, the mechanism of
RR activation has been studied extensively by a variety of
experimental and computational methods.9 In particular,
atomic structures of the inactive and active states have been
determined by crystallography and NMR for many RRs, with
the active state usually represented by a complex with beryllium
trifluoride, which mimics the phosphoryl group attached to a
conserved aspartate. Molecular dynamics (MD) simulations
have been used to investigate the process of RR conformational
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transition with atomic details difficult to obtain by experimental
methods. Two systems well studied by this computational
approach are CheY, an RR involved in chemotaxis, and NtrC,
an RR that regulates a set of genes in response to nitrogen-
limiting conditions. Sophisticated MD simulations have been
performed on CheY,4,10 but insights gained by these MD
studies are limited to the motions of some key residues, as the
overall conformational differences between the inactive and
active states of the protein are small. All-atom MD simulations
have been performed on NtrC by several groups.11−13 The
salient mechanistic features derived from these studies are not
all consistent, however, probably due to the limitations of the
computational methodologies employed, such as targeted MD
(TMD) simulations, and significant differences in the
experimental structures used for these MD studies. The
pathways and structural mechanisms of RR conformational
transition are still largely unknown.
The TCS HK853 and RR468 from Thermotoga maritima has

emerged as an excellent model system for studying conforma-
tional dynamics of TCS signal transduction.14 It is one of a few
TCSs with their HK−RR complex structures determined.15

Furthermore, the structures of both the inactive and the active
form of RR have been determined by X-ray crystallography at
high resolution.15 Like other RRs, the conformational differ-
ences between the two forms of RR468 are mainly located in
two loop regions, the β3α3 and β4α4 loops, while its core
structure remains quite invariant (Figure 1A).15 The most

significant conformational difference is in the β3α3 loop, which
is adjacent to the site of phosphorylation, the conserved
aspartate residue, D53. The conformational differences between
the inactive and active forms at the β4α4 loop region are mainly
due to the α4 helix, which is slanted outward by ∼10° at the N-
terminus of the helix in the active conformation with respect to
that in the inactive conformation. Structural comparison with
other RRs reveals that, among RRs with the structures reported
for both inactive and active states, RR468 has the largest

magnitude of conformational change from the inactive to the
active state. For example, the RMSD between the inactive and
active forms of CheY, an RR in bacterial chemotaxis, is only
0.88 Å for Cα atoms, with the largest deviation at 3.66 Å,
whereas the RMSD between the inactive and active forms of
RR468 is 1.85 Å for Cα atoms, with the largest deviation at 9.66
Å (8.58 Å for backbone atoms and 10.49 for all heavy atoms),
which is located in the β3α3 loop (Figure 1B).
In previous work,16 we have shown that, in MD simulations,

the conformations of RR468 remain close to the starting
conformations derived from the crystal structures of the
inactive and active forms of the protein. While the multiple
100 ns simulations provided a great deal of understanding on
the conformational plasticity of the protein, they were unable to
provide insight into the process of conformational transition
between the inactive and active states.16 TMD simulations were
then used to investigate the critical interactions associated with
the conformational transition of RR468 from its inactive to
active state.16 Geometric analysis of the TMD data revealed
that the conformational transition could be divided into three
stages, and breaking and formation of both hydrogen bond and
hydrophobic interactions are important for the conformational
transition. However, the resolution of the conformational
transition in these three stages is necessarily low and, more
significantly, the important kinetic and thermodynamic
information cannot be obtained via such an analysis due to
the limitation of the TMD methodology.
To elucidate the mechanism and pathway of RR conforma-

tional transition in TCS signal transduction, in the present
work, we performed 101 unbiased 15 ns production all-atom
MD simulations of RR468 in explicit solvent, starting with
snapshots from various points along the TMD trajectory,16

yielding an aggregate simulation time of more than 1.5 μs. The
MD data are analyzed using Markov state models (MSMs).17,18

Recently, MSMs have been successfully applied to the analysis
of protein folding,19−26 conformational dynamics of native
proteins,27−30 protein oligomerization,31 ligand binding,32 and
enzymatic catalysis.33,34 The wealth of the unbiased MD data
has allowed us to build a high-resolution Markov state model
for the conformational transition of RR468 from the inactive to
the active state. The MSM is composed of 2134 kinetically
connected microstates, representing the local minima of the
free energy landscape of the conformational transition. The
microstates are then grouped into 24 metastable states based on
their kinetic behaviors. Transition path theory (TPT) analysis
of the metastable states has allowed us to identify the major
pathways for the conformational transition via a set of
intermediates, and calculate the fluxes from the inactive to
the active state. Residue interaction network35 and hydrogen
bond analyses of the intermediates have allowed us to decipher
the changes in structure and interaction during the activation of
the RR.

2. METHODS
2.1. Molecular Dynamics Simulations. The starting

coordinates for the unbiased molecular dynamics simulations
were taken from a 20 ns (TMD) simulation that spanned the
inactive to active states.16 A total of 101 snapshots were
selected along this TMD trajectory. For each of these
snapshots, restraining potentials in the form of positional
restraints on all protein heavy atoms were introduced first and
then relaxed to zero in a stepwise manner over 2 ns. Then,
unbiased simulations were performed for 15 ns, resulting in a

Figure 1. Structural comparison of the inactive and the active form of
RR468. (A) Cartoon drawing of the superimposed structures with the
inactive (PDB ID 3DGF) and the active (PDB ID 3GL9) form in light
pink and blue, respectively. (B) Residue RMSDs between the inactive
and the active form of RR468 calculated from the backbone atoms.
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total of 1.515 μs of simulation trajectory. Amber1036 and the
ff99SB force field were used for the MD simulations. In
addition to protein, there were 7068 water molecules for
solvation of the protein and 2 Na+ ions to neutralize the system
(already present from the TMD step).16 The Particle-Mesh-
Ewald37 method was used to evaluate long-range electrostatic
interactions. Langevin dynamics was used for temperature
control during constant pressure simulation at 300 K. A time
step of 2 fs was used with the SHAKE38 option on all bonds
containing H atoms. A conformational snapshot was saved
every 10 ps so that 151 500 snapshots were accumulated for
subsequent MSM analysis.
2.2. Markov State Modeling. Markov state models can be

constructed based on kinetic transitions between discrete states,
which represent a partitioning of phase space into metastable
states.17,18 MSM building techniques include some clustering
method in the first place to divide the conformational space
with a very stringent criterion into clusters, referred to as
microstates. Here, the high degree of structural similarity within
microstates ensures relatively easy exchanges. The numbers of
transitions among different microstates over an interval of
length τ, the lag time, provides a transition count matrix C(τ)
with elements Cij(τ). This matrix can be related to a transition
probability matrix T(τ) with elements Tij(τ) = Cij(τ)/pi

eq, with
the pi

eq the equilibrium populations obtained from the expected
values of the state populations over the trajectory.39

Construction of the transition matrix establishes the kinetic
relationship among the microstates. If a suitable range of lag
times can be found where the dominant eigenvalues of T(τ) are
independent of τ, the model should satisfy the Markov
property. Relaxation time scales for transitions between
different microstates are a function of the eigenvalues calculated
after diagonalization of the transition matrix, T(τ). The Markov
property can be established by plotting the relaxation time
scales for the slowest processes, i.e., based on the dominant
eigenvalues, against the lag time. Microstates are lumped into
macrostates based on kinetics, whereby there are fast exchanges
between microstate pairs within a macrostate, and slow
exchange between microstates belonging to different macro-
states. With the transition matrix and equilibrium probabilities
available, transition path theory can be used to investigate the
sequence of intermediates that the protein follows in transiting
between given end point states.24,40

2.3. Clustering and Microstates. The MSM analysis was
performed using MSMBuilder2 (version 2.6.0).41 The 151 500
protein conformations from the 101 unbiased trajectories, as
described in the Section 2.1, were clustered using a k-centers
algorithm as implemented in MSMBuilder2. From the crystal
structures of the active and the inactive form of RR468,15 it is
evident that the conformations of the two states differ most in
two regions, D53-D60 (the β3α3 loop) and T83-E91 (the β4α4
loop and part of α4). Consequently, the snapshots were aligned
based on the backbone heavy atoms (N, Cα, C, and O) and Cβ
atoms of the protein excluding those atoms of residues D53-
D60 and T83-E91. They were clustered using RMSD as the
distance metric. Backbone heavy atoms, N, Cα, C, O and Cβ
atoms of residues only in the range D53-D60 were used for
clustering, because the conformational differences between the
two states are the largest in this β3α3 loop region. Also, our
previous work suggested that the charge−charge repulsions
among a set of ionized residues spanning E88, E89, D90, and
E91 at the N-terminus of the α4 helix produce a somewhat
unstable region in the protein. The RMSD cutoff for the

clustering (maximum cophenetic distance) was 1.0 Å. Lag times
0.5, 1.0, 1.5, 2.0, and 3.0 ns were tried for MSM model building
and estimation of the count (Cij(τ)) and transition (Tij(τ))
matrices, and equilibrium populations (pi

eq) of the microstates.
Reversible models that satisfy the detailed balance condition
were calculated from the estimation of the most likely reversible
matrices using Maximum Likelihood Estimation (MLE) as
implemented in MSMBuilder2.41

2.4. Lumping of Microstates into Macrostates. The
PCCA+ algorithm42 as implemented in MSMBuilder241 was
used to lump microstates into models with 8, 12, 16, 20, 24, 28,
and 32 macrostates. The equilibrium populations of each
macrostate were calculated by adding those of all the
constituent microstates. Randomly chosen sets of 1000
conformations from each macrostate were used for subsequent
structural characterization using AmberTools43 and Wordom.35

2.5. Transition Path Theory Analysis. The transition
pathways, committors (splitting probabilities), and net fluxes
for the conformational transitions were calculated using
transition path theory (TPT)40 as implemented in MSMBuild-
er2.41 The highest population microstates for the inactive-like
and active-like macrostates were chosen, respectively, as initial
and final states for the transition path calculation. Transition
paths were initially obtained in terms of the microstates, and
later mapped and replaced by the assigned macrostates for each
microstate. Averages over the committor values for all
constituent microstates were calculated and assigned to the
corresponding macrostate.

2.6. Activation Free Energies from Transition State
Theory. Activation barriers ΔGij

† for a transition from
macrostate i to macrostate j can be estimated from transition
state theory,44 using a Kramers flux over population definition
of rate constants, Kij.

44,45 In this approach, the state-to-state rate
constants are given by Kij = (Cij/τ)/pi

eq, and this defines
activation barriers via46

Δ = −†G k T C pln( / )ij ij iB
eq

(1)

with Cij being the number of transitions from macrostate i to
macrostate j, and pi

eq the number of snapshots in macrostate i.
Transition state theory assumes that a system in state i that
reaches the transition state crosses over irreversibly to state j.

2.7. Protein Structure Network Analysis. A protein
structure network (PSN) analysis as implemented in the
program Wordom35 was done on each macrostates to assess
changes in pairwise residue interactions. The interaction
strength (Iij) between residue pair i and j is defined as

=I
n

NN
100ij

ij

i j (2)

Here, Iij is the interaction percentage of residue i and j, nij is
the number of side-chain atom pairs within a given distance
cutoff (4.5 Å as a default), and Ni and Nj are, respectively, the
normalization factors for residues i and j, that take into account
the differences in size of the different residues as bigger residues
are likely to make more contact pairs, nij.

47,48 Pairwise
interactions with interaction percentage 10.0% (Imin) with an
occurrence of ≥50% in at least one macrostate were used for
the analysis.

3. RESULTS
3.1. Construction of the Micro and Macrostates of the

MSM. The first step of a discrete state-space MSM
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construction involves dividing the trajectory data into a set of
microstates, based on structural similarity, with a fine-grained
cluster cutoff. As noted in Section 2.2, diagonalization of the
transition probability matrix obtained from the microstates as a
function of the lag time yields relaxation time scales for the
various modes of T(τ). These relaxation time scales correspond
to the time scales for transitions among the microstates. They
show a strong dependence at short lag times, but should
become invariant at longer lag times.49 The relaxation time
scales for multiple lag times were examined to confirm that the
relaxation times become independent of τ, i.e., the states are
Markovian on this time scale. As shown in Figure 2A, the
relaxation time scale becomes relatively invariant to the choice
of lag time in the range between 1 to 2 ns, and the model is
Markovian for the choice of lag times within the range. For a
choice of lag time more than 2 ns, count matrix elements
(Cij(τ)) approach their limiting behavior and relaxation time
estimation becomes unreliable.50 A microstate model with lag
time 1 ns was chosen for subsequent macrostate model
generation for three reasons: (1) the microstate model is
Markovian at this selection of lag time, (2) it contains the
maximum possible data compared to models built from larger
lag time microstate models, (3) each individual equilibrium
simulation (15 ns) is sufficiently longer than the chosen lag
time.
There are 2134 states in the microstate model with a lag time

of 1 ns. These microstates were then lumped into varied
numbers of macrostates using the PCCA+ algorithm,42 and
their relaxation time scales versus lag time were plotted for
various numbers of macrostates. Relaxation time scales for the
macrostate model with 24 states follow that of the microstate
model (Figure 2B). The first 10 relaxation times as a function
of lag time calculated from 24 macrostates also identified
roughly the same number of processes that are distinct in terms
of the time scale. Equilibrium populations of the constituent

microstates were added to get the macrostate populations
(Figure 2C and D). The equilibrium population of macrostate
23, accounting for ∼60% of the total population, outnumbers
those of all other states.
We extended the macrostate implied time scale plot to a lag

time of 8 ns, as displayed in Figure S1 in the SI. The longest,
most important eigenvalues show a reasonable consistency. It
should be noted that the number of microstates found by the
clustering algorithm, with the clustering criterion always fixed at
1 Å RMSD, for consistency, decreases as the lag time increases.
Our 101 individual windows for the construction of the data
pool only have 15 ns of data per window. Thus, while there is a
great deal of data, it cannot be used for very long lag times.
One method of assessing the Markov state property is to use

the Chapman−Kolmogorov (CK)51 condition that for a
discrete time and state Markov process is T(kτ) = Tk(τ) (k =
1,2,...).39,52−54 As just noted, obtaining the transition matrix for
very long lag times is not feasible with the data used here. A
limited time check was carried out by direct multiplication of
the transition matrix for lag time τ = 1 ns and evaluation of
diagonal elements of the product matrix. The diagonal elements
correspond to time decays of state populations. Note that the
matrix multiplication will involve all elements of the transition
matrix including low-population macrostates that cannot be
accurately obtained. Supporting Information Figure 2 presents
time decays for some of the macrostates and show reasonable
agreement of TSS(kτ) = [Tk(τ)]SS. Other diagonal elements
satisfy the CK condition less well.

3.2. Two Distance-Based Metrics Characterize the
Conformational Transition of RR468. In order to determine
which of the macrostates are like the inactive and active states
that span the conformational transition, we identified two sets
of inter-residue distances that are characteristic of these two
states (Table S1). One set of distances is for the β3α3 loop and
the other for the β4α4 loop and α4 helix. The identification of

Figure 2. Relaxation time scale as a function of lag time derived from (A) microstate and (B) macrostate transition matrix. (C) Equilibrium
population of microstates lumped into (D) 24 macrostates, indexed as 0−23. First 10 relaxation times as a function of lag time shows that there are 6
modes that are characteristically different in terms of the time scale in the range between 1 and 2 ns, as evident from the number of gaps in (A). A
macrostate model with 24 metastable states appears to identify six slowest states in the same range as in (B).
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these characteristic distances was based on their average Cα-
atom distances in the active and inactive states, dA

ij and dI
ij,

respectively, and their standard deviations, δA
ij and δI

ij, as
measured from the 100 ns simulations starting from the crystal
structures of the inactive and active forms of the protein. The
characteristic distances are those average distances with their
differences between the active and inactive states larger than 2
times the sum of their standard deviations:

δ δ| − | > +d d 2( )ij ij ij ij
A I I I (3)

This condition ensures that there is no overlap in the distance
distribution as calculated from the active- and inactive-form
MD simulations.
Then, the average distance, dM

ij , between the ith and jth Cα
atoms was calculated for a each macrostate, M. A new
parameter was defined to assess the similarity of the macrostate
to the active/inactive state based on these characteristic
distances:

∑Δ =Q f
ij

ij
M M

(4a)

where

δ δ

δ δ

= + − < < +

= − − < < +

=

f d d d

d d d

1 when 2 2

1 when 2 2

0 otherwise

ij ij ij ij ij ij

ij ij ij ij ij

M A A M A A

I I M I I

(4b)

Two such parameters were calculated, one for the conformation
of the β3α3 loop, ΔQM

β3α3, based on 12 characteristic distances
between the β3α3 loop and core residues, and the other for the
coupling of the β3α3 loop with the β4α4 loop and α4 helix,
ΔQM

α4, based on 12 characteristic distances between β3α3-loop
and β4α4-loop/α4-helix residues (Table S1).
A connectivity map among the macrostates was derived from

their transition matrix (Figure 3). Using these two parameters,
the macrostates most similar to the active and inactive states
can be identified and the degrees of similarity calculated for all
macrostates (Figure 3 and Table S2). Macrostate 23 is identical
to the inactive conformation in the sense that all the distances
fall within the distributions of the distances characteristic of the
inactive state, with both ΔQM

β3α3 and ΔQM
α4 reaching −12.

Macrostate 16 is most similar to the active form, where both
ΔQM

β3α3 and ΔQM
α4 adopt the value +6. The condition for the

equilibrium simulations starting from the TMD generated seeds
favor the inactive state, so it is not surprising that we were able
to identify a state (macrostate 23) where all pairwise distances
match that of the inactive form. In the absence of a phosphoryl
group and Mg2+, the system is unlikely to be stable in the active
conformation. Nevertheless, for all pairwise distances, f16

ij adopts
values of either +1 or 0; i.e., there is not a single pairwise
distance in macrostate 16 that matches the inactive form
distribution. It is worth noting that in the active form
simulation with or without the phosphoryl group or Mg2+ the
system remains close to the initial structure.16 So the active
form conformation is a stringent condition, and any initial seed
obtained from the TMD simulation is unlikely to match the
active form in all aspects. Side-chain atom distances that are
characteristic of the active and inactive forms further support
the selection of macrostates 23 and 16 as inactive and active-
like conformations, respectively.
3.3. The Top Five Pathways Account for over 75% of

the Fluxes from the Inactive to the Active Conforma-

tional Transition. With the MSM built and the transition
matrix available, we analyzed the transition pathways for the
conformational transition using TPT.17,40 The pathways are
characterized by reactive fluxes and committor (splitting
probability) values. Committor values, ranging from 0 to 1,
are the probabilities of the intermediate states transiting to the
final state without revisiting the initial state.40 The inactive-like
and active-like macrostates, 23 and 16, respectively, were
chosen as the initial and final states for the conformational
transitions. Twenty-two different pathways were found by the
TPT analysis. The five top pathways are schematized in Figure
4. All the rankings and reactive fluxes are listed in Table S3, and
the committor values for individual macrostates are in Table S2.
Note that only 12 out of the 24 macrostates are involved in

Figure 3. Connectivity map of the macrostates and their degrees of
similarity to the inactive and active states. The degrees of similarity are
color coded according to the β3α3-loop dependent parameter, ΔQM

β3α3,
in panel A and the α4 helix dependent parameter, ΔQM

α4, in panel B.
The connectivity between the macrostates was derived from the
transition matrix.

Figure 4. Pathways connecting macrostates 23 (inactive-like) and 16
(active-like). There are a total of 22 pathways that involve 10
intermediate states; the relative fluxes (%) of the top five pathways are
listed in the inset. Committor probabilities for all the macrostates were
calculated by transition path theory and indicated by their horizontal
positions.

The Journal of Physical Chemistry B Article

DOI: 10.1021/acs.jpcb.5b02582
J. Phys. Chem. B 2015, 119, 6591−6602

6595

http://dx.doi.org/10.1021/acs.jpcb.5b02582


these pathways. All pathways go through macrostate 20, which
has a committor value of 0.5, i.e., with equal probabilities of
transiting to macrostate 16 with and without revisiting
macrostate 23. All other intermediates states have a committor
value less than 0.5, i.e., with a higher probability of revisiting
macrostate 23 than that for reaching macrostate 16.
The top five pathways, each with a reactive flux of >5%,

account for 75.8% of the total reactive fluxes from macrostate
23 to 16 (Figure 4), and the very top pathway, 23 → 12 → 10
→ 20→ 16, alone accounts for nearly 32%. Each of the top five
pathways contains only 2−4 intermediates.
Activation barriers ΔGij to crossing between pairs of states, i

and j, can be estimated from eq 1. They provide information on
potential rate limiting steps. Figure 5 presents activation

barriers for the top four pathways in Figure 4. In the forward
direction (inactive to active), the rate-limiting step is the first
step (23 to 12) for the top pathway. Other large activation
barriers are for the 21 to 22 and 23 to 22 transitions. Large
activation barriers are mainly but not always associated with
large committor changes. For example, the ΔGij for the 23 to
22 and for 21 to 22 transitions are large, and they correspond to
a committor change ∼0.4. For the 23 to 12 transition, however,
ΔGij is also large but the committor change is small. Transition
state theory rates (and corresponding activation energies)
provide local information connecting two specific states. A
committor is a global descriptor for an intermediate between
initial and final states.
A mean first passage time (mfpt) analysis54−56 can be used to

estimate the time scales of transitions for the major pathways
that are displayed in Figure 4. A mfpt provides the first time a
final state F is reached from some initial state I passing through,
in principle, all the intermediate states. For the two top

pathways 23 → 12 → 10 → 20 → 16 and 23 → 21 → 22 → 20
→ 16 listed in Figure 4, the mfpt values between these
macrostate pairs range from ∼750 ns to ∼5,500 ns. The longest
mfpt among this set of macrostates is for the complete inactive
(23) to active (16) macrostate transition with mfpt ∼ 7000 ns.
These values, summarized in Tables SI 6 and SI 7, are long
compared with the lag time used in the MSM construction, and
suggest that the transitions of interest here occur on a
microsecond time scale. For some of the other macrostates,
there are mfpts on the order of a microsecond, but it should be
noted that a mfpt betweeen any pair of states depends on all the
intervening states, and for the low probability states, numerical
errors will be introduced.

3.4. The Inactive-to-Active Conformational Transition
is Mainly Initiated by β3α3-Loop Movements. With the
important transition pathways established, we can now examine
the conformational transition in structural terms. The
conformational transition involves mainly two regions of the
protein, one containing the β3α3 loop and the other containing
the β4α4 loop and the N-terminus of the α4 helix. As described
in Section 3.2, the conformations of the macrostates and their
degrees of similarity to the inactive and active conformations
can be measured by two parameters, ΔQM

β3α3 for the β3α3 loop
and ΔQM

α4 for the β4α4 loop and α4 helix. The conformations
of the intermediates in the top five pathways as measured by
these two parameters are plotted in Figure 6. The results shows

that the top three pathways, which accounts for 59.8% of the
reactive fluxes, are initiated by mainly β3α3-loop movements,
with only small movements in the β4α4 loop and α4 helix. The
large activation barriers shown in Figure 5 do mainly
correspond to large, two-dimensional motions in this
conformational space, as shown in Figure 6. In particular, the
23 to 12, 23 to 22, 23 to 21 and 21 to 22 transitions all involve
concerted motions and have large activation barriers.
The fifth top pathway, 23 → 4→10 → 8→20 → 16, starts

with a movement in the β4α4 loop andα4 helix (macrostate 4),
but in the next step (macrostate 4), the β4α4 loop and α4 helix
move back to nearly the original conformation, and the β3α3
loop moves to about the halfway point to the active state. Then
the β4α4 loop and α4 helix move to the active-like
conformations in two steps (macrostates 8 and 20). In the

Figure 5. State-to-state activation barriers ΔGij estimated from
transition state theory (eq 1) for the first four top pathways;
respectively, panels A, B, C, and D. In the forward (inactive to active)
direction, the largest activation barrier for the top pathway (panel A) is
for the 23 to 12 transition, the first step. Other largest barriers are for
the 23 to 22 and 21 to 22 transitions.

Figure 6. Conformations of the macrostates involved in the top five
transition pathways from the inactive to the active state. The β3α3
loop and its coupling with the β4α4 loop and α4 helix are measured by
the two parameters ΔQM

β3α3 and ΔQM
α4, respectively, as defined in

section 3.2. The relative fluxes (%) of the top five pathways are listed
in the inset.
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fourth top pathway, 23 → 22 → 20 → 16, which accounts for
9.5% of the reactive fluxes, the two regions move extensively
and concurrently in a single step to nearly the halfway point
(macrostate 22) to the active-like conformation.
Of the six minor pathways, with reactive fluxes of 1−5% and

ranked 6−11 (Table S3), pathways 6−8 and 10 are initiated
with mainly β3α3-loop movements. Pathways 9 and 11 are
similar to pathway 5, with the first step involving macrostate 4
and the second step macrostate 10, i.e., the β4α4 loop and α4
helix region moving first but moving back to nearly the original
conformation in the next step and the β3α3 loop moving to
about the halfway point to the active state. With these major
and minor pathways taken together, 81.9% of the total reactive
fluxes are initiated with mainly β3α3-loop movements, and only
9.5% of the total fluxes with concurrent movements of the two
regions.
3.5. Macrostates 20 and 22 are Key Intermediates in

the Inactive to Active Conformational Transition.
Macrostate 20 is the most important intermediate in the
conformational transition, as all transition pathways, displayed
in Figure 4, go through this intermediate, and it has the largest
committor value. It can be viewed as the “gateway” to the final
transition to macrostate 16, the active-like state. Macrostate 22
is also important in the conformational transition; it has the
highest population (13.4%) among all intermediates (Figure 2),
and the majority of the pathways (68.2%) and fluxes (57.4%)
go through this intermediate before reaching macrostate 20, on
the way to the final state.
3.5. A Structural Properties of Macrostate 22. Macro-

state 22, which, in terms of committor value, is almost halfway
to macrostate 16, adopts “−2” values on both the ΔQM

β3α3 and
ΔQM

α4 scales (Figure 6 and Table S2). The formation of
macrostate 22 from macrostate 23 corresponds to a large
motion along both scale directions. This large, “direct”
transition only contributes to the fourth pathway in Figure 4,
with its 9.5% relative flux. In terms of activation barriers, it is
the rate-limiting step, as shown in Figure 5, panel D. The
macrostate 23 to 22 transition requires breaking and forming
many pairwise residue interactions (Figure 7 and Table S4), as
shown by PSN analysis (see Section 2.7). Pairwise residue
interactions that are broken or nearly so in this transition
include E28/K117, A38/L68, I54/V58, M56/A84, F62/L65,
E88/R104, and I113/K117. Pairwise residue interactions that
are formed in this transition include D10/P57, A38/V64, L52/
G61, I54/A94, M55/V58, and M55/K85.
Macrostate 22 is quite distinct in character relative to the

inactive and active-like macrostates, 23 and 16. The PSN
analysis shows that the pairwise residue interactions formed in
macrostate 22A38/V64, I54/A94, M55/V58, and M55/
K85are transient interactions, i.e., they are either absent or
have very low frequencies in macrostates 16 and 23 (Figure 7
and Table S4). Furthermore, several hydrogen bonds are
broken or nearly so in this transition, including those between
V58 and F62, D62 and T63, and G87 and E91 (Figure 8 and
Table S5).
The backbone conformation of the β3α3 loop in macrostate

22 is of special interest, as this loop is closest to the site of
phosphorylation. In this macrostate, the backbone carbonyl
group of M55 from the β3α3 loop approaches three highly
conserved, active site carboxylate residues, D9, D10, and D53.
The rotation of the I54 backbone Ψ torsion angle from its value
in the initial inactive form (macrostate 23) accounts for the
change in the β3α3 loop backbone conformation (Figure 9A).

In this regard, it is important to recognize that a divalent cation
is necessary for stabilization of the active conformation. In
RR468, Mg2+ is present in the active form crystal structure,
along with the phosphoryl mimic BeF3

−.15 The six coordination
positions of the Mg2+ ion are occupied in part by the three
conserved aspartate residues, D9, D10, and D53. One of these
aspartates, D9 interacts through a water molecule. The
backbone carbonyl group of M55 from the β3α3 loop and
two water molecules are also within the coordination sphere of
the Mg2+. This active site architecture is very common among
RRs.9 During the simulation of RR468 in the absence of a Mg2+

ion, all the conserved aspartates in the active site remain close
to each other with the exception of the carboxylate group of
D10, which points outward by 180° rotation of side-chain χ1,
due to repulsion with that of residue D53. By contrast, in
macrostate 22, the β3α3 loop backbone comes close to the
active site and gets even closer in macrostate 16, with the
backbone amide oxygen of M55 ready to serve as a
coordination ligand for the Mg2+ (Figure 9B,C).

3.5. B Structural Properties of Macrostate 20. Macro-
state 20 has values of 2 and 6 on the ΔQM

β3α3 and ΔQM
α4 scales,

respectively (Figure 6 and Table S2). Its ΔQM
α4 value is the same

as that of macrostate 16, the final state, indicating that the
conformations of the β4α4 loop and α4 helix are nearly the
same between the two macrostates. Pairwise residue

Figure 7. Pairwise residue interaction changes. Pairwise residue
interactions and their strengths were calculated as described in the
Methods section. The cutoff for interaction strength is 10%. The
frequency of occurrence was calculated by the number of occurrences
in a macrostate divided by its population. The frequencies of the
pairwise residue interactions in macrostates 23, 22, 20, and 16 are
represented by red, green, blue, and purple columns, respectively. Only
the interactions with >50% occurrences in one or more but not all
critical states are plotted. The residues involved in the 39 pairwise
interactions are defined in Table S4.
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interactions that are broken or formed, or nearly so, include
I17/P109, A38/V64, M55/V58, M55/K85, L65/A99, and E91/
R104 (Figure 7 and Table S4). The hydrogen bond between
E91 and R104 is nearly broken in the transition from
macrostate 22 to 20 (Figure 8 and Table S5). The hydrogen
bonds between F62 and K66 and between F63 and K67 are
significantly weakened. Two new hydrogen bonds are formed:
one between D9 and S11 and the other between D60 and F62.
Both hydrogen bonds are transient in the sense that they are
absent in macrostates 23, 22, and 16 (Figure 8 and Table S5).
The β3α3 loop in macrostate 20 exhibits enhanced flexibility.

The flexibility of the loop may be due to the unwinding of the
adjacent structural elements. Previous equilibrium simulations
found that D60 is part of the α3 helix in the inactive
conformation, but it is part of the β3α3 loop in the active
conformation.16 Loss of backbone interaction between D60 and
V64 at the early stage of the TMD simulation also points
toward the weakening of the N-terminus of the α3 helix.50 The
number of occurrences of the characteristic backbone hydrogen
bonds between D60 and V64, F62 and K66, and T63 and K67
at the N-terminus of the α3 helix were calculated for all the
crucial macrostates (Figure 8 and Table S5). The N-terminus of
the α3 helix is significantly weaker in macrostate 20 as
compared to the other macrostates.
3.6. Macrostate 16 Is Stabilized by Many Hydro-

phobic Interactions. The transition from macrostate 20 to 16
mainly involves movements of the β3α3 loop (Figure 6), which
results in a net gain of many pairwise residue interactions as
indicated by the PSN analysis (Figure 7 and Table S4). In
comparison with macrostate 20, macrostate 16 loses five

pairwise residue interactions, L22/I113, N34/D60, I54/A94,
M103/F107 and I113/K117, but it gains 16 pairwise residue
interactions, D9/K105, D10/M56, S11/K105, L14/P106, V18/
L82, L22/V51, N34/P57, N34/M59, Q36/M59, M55/K105,
D60/V64, L65/A94, P78/R100, T83/D90, R100/L119, and
K101/H118. Half of these pairwise interactions involve the
β3α3 loop and adjacent residues, which stabilize the
conformation of this loop. By definition, these pairwise residue
interactions are dominated by hydrophobic interactions.47,48

Consequently, the conformation of macrostate 16 is stabilized
by many new hydrophobic interactions. In this regard, it is
noted that 12 of the 16 newly formed pairwise residue
interactions are characteristic of macrostate 16, i.e., they appear
only infrequently, or not observed at all in other macrostates.
There are also significant changes in hydrogen bonding in the
transition from macrostate 20 to 16 (Figure 8 and Table S5).
Three hydrogen bonds are lost, but five are gained. The lost
hydrogen bonds are those between D9 and S11, N34 and I37,
D60 and F62, and G87 and E91. The gained hydrogen bonds
are those between D9 and K105, D53 and M55, D60 and G61,
T62 and K66, and T63 and K67. The hydrogen bond between
D9 and K105 may be particularly important for the stabilization
of the conformation of macrostate 16, because this hydrogen
bond is present only in macrostate 16, not in other macrostates,
and these two residues are far apart in sequence.

Figure 8. Hydrogen bonding changes. Hydrogen bonds are defined by
D−A distances (<3.5 Å) and D−H−A angles (>120°). The frequency
of occurrence was calculated by the number of occurrences in a
macrostate divided by its population. The frequencies of the hydrogen
bonds in macrostates 23, 22, 20, and 16 are represented by red, green,
blue, and purple columns, respectively. Only hydrogen bonds with
>50% occurrences in one or more but not all critical states are plotted.

Figure 9. Conformational changes of the β3α3 loop. (A) Changes in
the backbone torsion angle of I54. In macrostate 23, the I54 Ψ angle
approximates the inactive form value. As a result, the M55 carbonyl
group is away from the active site. In states 22, 20, and 16, the changes
in the I54 Ψ angle bring the M55 carbonyl group close to other active
site residues. (B) The β3α3 loop backbone comes close to the active
site, comprised of the three conserved aspartate residues D9, D10, and
D53, in macrostates 22, 20, and 16, unlike in macrostate 23. (C) The
average distance between the M55 carbonyl group and side-chain
atoms of D9, D10, and D53. The distances are defined in panel B.
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4. DISCUSSION

The key to understanding the mechanisms of biological signal
transduction is to elucidate the conformational dynamics of its
signaling proteins, as the activation of a signaling protein is
fundamentally a process of conformational transition from an
inactive to an active state. Simulating the activation process by
unbiased MD is challenging, however, as such a process is
usually much longer than simulation times that can be achieved
by currently affordable computational resources. To overcome
the time scale issue faced by unbiased MD simulation methods,
TMD simulations have been used to investigate RR activation
in two-component signal transduction.11,13,16 Although these
TMD simulations have revealed important structural features in
RR activation, the kinetic and thermodynamic information is
lost in these biased simulations. Consequently, the transition
pathways obtained are necessarily simplistic and have a high
uncertainty. To overcome these limitations, in this study, we
performed extensive unbiased MD simulations using snapshots
from our TMD simulation50 as the starting points, and
obtained in aggregate more than 1.5 μs of unbiased MD data.
The complexity of the wealth of the MD data was resolved by
MSM and TPT analyses, which yielded decipherable metastable
states and transition pathways.
While a direct comparison of these computational results

with experiment is not possible at present, the population
distribution of RR468 estimated by the MSM analysis is
comparable to that measured for NtrC by NMR. According to
an NMR relaxation dispersion measurement and a two-state
analysis,57 the active population of the unphosphorylated NtrC
is 14%, and the inactive population is 86%. Using such a two-
state model, with a cutoff of −2 on both the ΔQM

β3α3 and ΔQM
α4

scales, the active population of RR468 includes macrostates 0,
1, 3, 7, 9, 11, 13, 16, 20, and 22, and accounts for 22% of the
total population. If macrostate 22, a macrostate on the border
of the cutoff on both scales, is excluded, the active population of
RR468 is 9% of the total population. Both population
estimations are close to that measured for NtrC by NMR.57

This comparison indicates that the population distribution of
RR468 estimated by the MSM analysis is reasonable.
Our results offer a comprehensive picture of RR activation.

The results reveal that the active-like conformation has a
significant population (Figure 1 and Table S2), in support of a
“population shift” model for RR activation. In contrast to a
single pathway and a few intermediates revealed by previous
TMD simulations,11,13,16 our MSM and TPT analyses of the
extensive unbiased MD data show that the activation of RR468
involves a network of metastable macrostates (Figures 3 and
Table S2) and follows a series of interconnected transition
pathways (Figure 4 and Table S3). Ten of these metastable
macrostates serve as intermediates in the transition pathways,
and five major pathways account for >75% of the fluxes of the
conformational transition from the active to the active state. All
pathways go through one intermediate, macrostate 20, to reach
the final state, macrostate 16 (Figure 4). The transition from
macrostate 20 to 16 has a high barrier, but not the highest,
however, and consequently is not the rate-limiting step in the
transition pathways. The highest activation barriers belong to
the transitions to macrostate 22 (Figure 5). Unsurprisingly
then, the major pathway, 23 → 12 → 10 → 20 → 16, which
accounts for ∼32% of the total reactive fluxes, does not go
through macrostate 22. The step with the highest barrier in this
pathway is the first step, from macrostate 23 to 12. However,

macrostate 22 has the highest population (Figure 1 and Table
S2) and the lowest free energy among all intermediates, and the
majority of transition pathways and fluxes go through this
intermediate.
With the macrostates, their transition pathways, pathway

strengths, state committor values and free energies, and state-
to-state activation barriers determined, we then investigated
how RR activation occurs in structural terms. A summary of
some of the structures from inactive to active conformations is
shown in Figure 10.

While the conformational differences between the inactive
and the active forms of RR468 are largest in the β3α3 loop, the
β4α4-loop and α4 helix region is most flexible in the inactive
state, as this region has the highest fluctuations in the
equilibrium MD simulation of the inactive form of the
protein.16 However, geometric analysis of the major and
significant minor pathways indicates that the conformal
transition from the inactive to the active state is initiated
predominantly (∼82% of the total reactive fluxes) by
movements of the β3α3 loop. About 10% of the reactive fluxes
are initiated by concurrent movements of the β3α3 loop and
the β4α4-loop and α4 helix region. In either case, the next stage
of the conformational transition, the transition to the final
intermediate (macrostate 20 with a committor value of 0.5),

Figure 10. Salient features of major macrostates in terms of their
active site reorganization, changes in α3 helix conformation, and
changes in interactions among the proximal loop residues. Formation
of the salt bridge between K105 and D9 facilitates other interactions
among proximal loop residues. The presence of this salt bridge
indicates substantial interactions among proximal loop residues,
resulting in reduced solvent accessibility of the active center D53. In
macrostate 23 (bottom left) the backbone carbonyl group of M55
points away from the active site residue, D53. The α3 helix is longer
with D60 being part of the helix. The side chain of K105 (β5α5 loop)
is away from that of the D9 (β1α1 loop). In macrostate 22 (top left),
the backbone carbonyl group of M55 points toward the active site
residue, D53 in a way conducive to bivalent metal ion binding. The
other two features, however, remain invariant from the preceding
macrostate 23. In macrostate 20 (top right), loss of characteristic helix
interactions between D60 and V64 results in enhanced flexibility of the
β3α3 loop. The orientation of the backbone carbonyl group of M55
remains similar to that of the macrostate 22. In macrostate 16 (bottom
right), the proximal loops have enhanced interactions, as indicated by
the presence of the K105-D9 salt bridge. The salt bridge is a critical
feature of active conformation of the protein and is not present in
macrostates 23, 22, or 20.
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mainly involves movements of the β4α4-loop and α4 helix
region (Figure 6) and the weakening of the N-terminus of the
α3 helix. The conformation of the β4α4-loop and α4 helix
region of macrostate 20 is almost identical to that of macrostate
16, and the final step of the conformational transition involves
mainly movements of the β3α3 loop (Figure 6). Our results
show that the most flexible region of a protein does not
necessarily initiate the major conformational transition path-
ways.
As expected, activation of RR468 involves the breaking of

interactions existing only in the inactive state and the formation
of interactions existing only in the active state. However,
activation of the protein also involves transient interactions,
interactions that are present only in the intermediates but not
in the initial and final states. There are six residue interaction
pairs present only in macrostates 22 and/or 20, but not in
macrostates 23 and 16 (Figure 7 and Table S4). Three
hydrogen bonds are found only in macrostates 22 and/or 20,
but not in macrostates 23 and 16 (Figure 8 and Table S5).
RR activation is usually described in a “population shift”

framework.4,57,58 This framework emphasizes the existence of
an active state population in equilibrium with the inactive state,
in the absence of ligand binding or covalent modification. It
views activation as a shift of the equilibrium to favor the active
state, by ligand binding or covalent modification. The presence
of an active form without phosphorylation and a shift of the
equilibrium between the inactive and the active form have been
demonstrated for the RR NtrC.59 Our results support the
“population shift” framework for RR activation and offer a
reasonable estimation of the active population in the absence of
phosphorylation and Mg2+ binding. However, our results also
indicate that while the conformation of the inactive form
(macrostate 23) is the same as the crystal structure of the
inactive form of RR468, as measured by the ΔQM

β3α3 and ΔQM
α4

scales (Figure 3 and Table S2), the conformation of the “active”
form (macrostate 16) of the unphosphorylated protein is not
identical to the crystal structure of the activated protein as
mimicked by its complex with beryllium trifluoride and Mg2+. It
is evident that phosphorylation and Mg2+ binding result in
conformational adjustments. RR activation is best described by
a combination of the “population shift” and the “induced
fit”60−64 framework. The former describes the larger conforma-
tional changes from the inactive to an active-like state, which
occurs in the absence of phosphorylation and Mg2+ binding,
and the latter describes the smaller conformational adjustments
caused by phosphorylation and Mg2+ binding.
In summary, we have offered in this study a comprehensive

description of the activation of a signaling protein. It includes
thermodynamic information such as populations of the various
states in the conformational transition, kinetic information such
as transition pathways, transition probabilities, and reactive
fluxes, and activation barriers, as well as structural information
such as the formation of transient hydrophobic and hydrogen
bond interactions. RR468 represents a large number of RRs in
two-component systems, as it has a typical RR fold (a
PDBeFold65 search found ∼150 RR structures with an
RMSD within 1.8 Å for Cα atoms). It will be of interest to
simulate other RRs using the strategy we employed in this
study to see whether these RRs follow a similar mechanism of
activation. Our simulation results can also be used to formulate
hypotheses and test them by experiments. For example, the
existence of the active-like conformation in the absence of
phosphorylation and Mg2+ binding and its population can be

determined by NMR. The roles of the transient interactions in
the RR activation can be investigated by site-directed
mutagenesis in combination with NMR and biochemical
analysis as demonstrated for NtrC.57
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