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Welcome to the Thirteenth International 
Workshop on Quantum Systems in Chemistry 
and Physics (QSCP-XIII) and to Michigan State 
University! 

Held every year, QSCP meetings continue 
the tradition of showcasing the advances in 
areas such as Concepts and New Methods in 
Quantum Chemistry, Molecular Structure and 
Spectroscopy, Atoms and Molecules in Strong 
Electric and Magnetic Fields, Condensed 
Matter, Complexes and Clusters, Surfaces and 
Interfaces, Nano-Materials and Electronics, 
Reactive Collisions and Chemical Reactions, 
Computational Chemistry, Physics and Biology, 
and Biological Modeling. The emphasis of the 
QSCP Workshops is on broadly defined many-
body methods, i.e., the development of innovative 
theory and its computational realization, along 
with their application to a broad range of 
scientific problems of relevance to chemistry, 
physics, biochemistry, and related fields. The 
previous QSCP meetings were organized in 
San Miniato/Pisa, Italy (1996), Oxford, United 
Kingdom (1997), Granada, Spain (1998), Marly-
le-Roi/Paris, France (1999), Uppsala, Sweden 
(2000), Sofia, Bulgaria (2001), Bratislava, 
Slovakia (2002), Spetses Island/Athens, Greece 
(2003), Les Houches, France (2004), Carthage, 
Tunisia (2005), St. Petersburg, Russia (2006), 
and Windsor/London, United Kingdom (2007). 
We hope that you will find the present QSCP 
Workshop, which is the first to be held in North 

America, as inspiring, fruitful, and enjoyable as 
the previous meetings in the QSCP series.

We look forward to the days ahead. The 
remarkable progress in the study of quantum 
systems in chemistry, physics, and biology is 
exemplified by the excellent talks and poster 
presentations that are ahead of us. The superb 
level of all presentations guarantees the success 
of QSCP-XIII. We hope that you will all benefit 
from your time spent here at Michigan State 
University and that you will have the opportunity 
to meet old friends and make new ones.

We are extremely grateful for the very generous 
financial support provided to us by our sponsors 
(listed on the next page). Without their kind 
assistance, the QSCP-XIII Workshop would not 
be possible. We have been delighted to receive 
such an overwhelming and warm support 
from several prominent offices, units, and 
organizations at Michigan State University and 
from prominent private corporations.

We would like to thank all of you for participating 
in the Thirteenth International Workshop on 
Quantum Systems in Chemistry and Physics. 
Have a wonderful stay in Lansing!

Piotr Piecuch

Welcome!
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College of Engineering, Michigan State University •	
International Studies and Programs, Michigan State University •	
Department of Chemistry, Michigan State University •	
Department of Biochemistry & Molecular Biology, Michigan State University •	
Quantitative Biology Initiative •	
SGI and JRT •	
Dell •	

Honorary Chairs
Ernest R. Davidson •	 (University of Washington, USA) 
Zohra Ben Lakhdar •	 (University of Tunis, Tunisia) 
Raphael D. Levine •	 (Hebrew University of Jerusalem, Israel and  
	 University of California, Los Angeles, USA) 
Rudolph A. Marcus •	 (California Institute of Technology, USA) 
Roy McWeeny •	 (University of Pisa, Italy) 



3

International Scientific Committee
Jean Maruani, Chair (C.N.R.S., Paris, France) •	
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Sunday, July 06, 2008
14:00-21:00 Registration, Henry Center Lobby
17:00-19:30 Welcome Reception and Dinner, Henry Center Atrium
19:30-21:00 Session Su-T1, A169 Henry Center

Session Chair: Piotr Piecuch

19:30-20:15  Jean Maruani
20:15-21:00  James F. Harrison
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Monday, July 07, 2008

07:00-08:30 Continental Breakfast, Henry Center Atrium

08:30-08:45 Opening Remarks, A169 Henry Center
J. Ian Gray
Vice President for Research and Graduate Studies,  
Michigan State University

08:45-10:30 Session Mo-T1, A169 Henry Center
Session Chair: Jean Maruani

08:45-09:20  William A. Goddard III
09:20-09:55  Barry D. Dunietz
09:55-10:30  Philippe Baranek

10:30-10:55 Break, Henry Center Atrium

10:55-12:40 Session Mo-T2, A169 Henry Center
Session Chair: William A. Goddard III

10:55-11:30  Angela K. Wilson 
11:30-12:05  Hans Jørgen Aa. Jensen
12:05-12:40  Alexander V. Mitin

12:40-14:00 Lunch, Henry Center Atrium

14:00-15:45 Session Mo-T3, A169 Henry Center
Session Chair: Christopher J. Cramer

14:00-14:35  Sharon Hammes-Schiffer
14:35-15:10  Srinivasan S. Iyengar
15:10-15:45 José M. Lluch

15:45-16:10 Break, Henry Center Atrium

16:10-18:30 Session Mo-T4, A169 Henry Center
Session Chair: William A. Lester, Jr.

16:10-16:45  António J. C. Varandas
16:45-17:20  Alain Dubois
17:20-17:55  Vitali Averbukh
17:55-18:30  Tomás González-Lezana

19:00-21:00 Dinner, Henry Center Atrium

21:00-22:30 Poster Session I, B106-B107 Henry Center
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Tuesday, July 08, 2008

07:00-08:15 Continental Breakfast, Henry Center Atrium

08:15-10:00 Session Tu-T1, A169 Henry Center
Session Chair: Karl F. Freed

08:15-08:50  Debashis Mukherjee
08:50-09:25  Wesley D. Allen
09:25-10:00  Ágnes Szabados

10:00-10:20 Break, Henry Center Atrium

10:20-12:40 Session Tu-T2, A169 Henry Center
Session Chair: Robert I. Cukier

10:20-10:55  Josef Paldus
10:55-11:30  Shuhua Li
11:30-12:05  Marta Włoch
12:05-12:40  T. Daniel Crawford

12:40-14:00 Lunch, Henry Center Atrium

14:00-15:45 Session Tu-T3, A169 Henry Center
Session Chair: David A. Mazziotti

14:00-14:35  Laura Gagliardi
14:35-15:10  Frederick R. Manby
15:10-15:45  Thomas F. Miller III

15:45-16:10 Break, Henry Center Atrium

16:10-18:30 Session Tu-T4, A169 Henry Center
Session Chair: Erkki J. Brändas

16:10-16:45  Christopher J. Cramer
16:45-17:20  Troy Van Voorhis
17:20-17:55  Karl F. Freed
17:55-18:30  G. Andrés Cisneros

19:00-21:00 Dinner, Henry Center Atrium

21:00-22:00 Concert: Danilo Mezzadri, Susan Ruggiero-Mezzadri, and 
Judy Kabodian, Henry Center Atrium
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Wednesday, July 09, 2008

07:00-08:30 Continental Breakfast, Henry Center Atrium

09:00-18:00 The Henry Ford Museum Trip

18:30-20:00 BBQ Dinner, Henry Center Atrium

20:00-21:10 Session We-T1, A169 Henry Center
Session Chair: Laura Gagliardi

20:00-20:35  Erkki J. Brändas
20:35-21:10  Jean-Pierre Julien
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Thursday, July 10, 2008
07:00-08:15 Continental Breakfast, Henry Center Atrium

08:15-10:00 Session Th-T1, A169 Henry Center
Session Chair: Josef Paldus

08:15-08:50  William A. Lester, Jr.
08:50-09:25  Garnet K.-L. Chan
09:25-10:00  David A. Mazziotti

10:00-10:20 Break, Henry Center Atrium

10:20-12:40 Session Th-T2, A169 Henry Center
Session Chair: Debashis Mukherjee

10:20-10:55  Hiroshi Nakatsuji
10:55-11:30  Peter M. W. Gill
11:30-12:05  Eduardo V. Ludeña
12:05-12:40  Frank E. Harris

12:40-14:00 Lunch, Henry Center Atrium

14:00-15:45 Session Th-T3, A169 Henry Center
Session Chair: Katharine C. Hunt

14:00-14:35  John P. Perdew
14:35-15:10  Andreas Savin
15:10-15:45  Viktor N. Staroverov

15:45-16:10 Break, Henry Center Atrium

16:10-18:30 Session Th-T4, A169 Henry Center
Session Chair: Hiroshi Nakatsuji

16:10-16:45  Aron J. Cohen
16:45-17:20  Tomasz A. Wesołowski
17:20-17:55  Y. Alexander Wang
17:55-18:30  Adrienn R. Ruzsinszky

19:00-21:00 Banquet Reception and Dinner, University Club Dining Room

21:00-22:00 CMOA Prize Ceremony, University Club Dining Room
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Friday, July 11, 2008

07:00-08:15 Continental Breakfast, Henry Center Atrium

08:15-10:00 Session Fr-T1, A169 Henry Center
Session Chair: Souad Lahmar

08:15-08:50  Nimrod Moiseyev
08:50-09:25  Sourav Pal
09:25-10:00  Yasuteru Shigeta

10:00-10:20 Break, Henry Center Atrium

10:20-12:40 Session Fr-T2, A169 Henry Center
Session Chair: Y. Alexander Wang

10:20-10:55  Prasanta K. Mukherjee
10:55-11:30  Andreas W. Hauser
11:30-12:05  Grzegorz Chałasiński
12:05-12:40  Christine M. Aikens

12:40-14:00 Lunch, Henry Center Atrium

14:00-15:45 Session Fr-T3, A169 Henry Center
Session Chair: John P. Perdew

14:00-14:35  Gerardo Delgado-Barrio
14:35-15:10  Souad Lahmar
15:10-15:45  Stéphane Carniato

15:45-16:10 Break, Henry Center Atrium

16:10-18:30 Session Fr-T4, A169 Henry Center
Session Chair: Garnet K.-L. Chan

16:10-16:45  So Hirata
16:45-17:20  Peter Seidler
17:20-17:55  Hans-Dieter Meyer 
17:55-18:30  Jan Lundell

19:00-21:00 Dinner, Henry Center Atrium

21:00-22:30 Poster Session II, B106-B107 Henry Center
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Saturday, July 12, 2008

07:00-08:15 Continental Breakfast, Henry Center Atrium

08:15-10:00 Session Sa-T1, A169 Henry Center
Session Chair: Christine M. Aikens

08:15-08:50  Hiromi Nakai
08:50-09:25  Masahiro Ehara
09:25-10:00  Julius Su

10:00-10:20 Break, Henry Center Atrium

10:20-12:40 Session Sa-T2, A169 Henry Center
Session Chair: Gerardo Delgado-Barrio

10:20-10:55  Péter R. Surján
10:55-11:30  Juan E. Peralta
11:30-12:05  Brett I. Dunlap
12:05-12:40  Juan C. Angulo

12:40-12:45 Closing Remarks, A169 Henry Center
Piotr Piecuch
Department of Chemistry, Michigan State University

12:45-14:00 Lunch, Henry Center Atrium
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Session Su-T1

Sunday, July 06, 2008    19:30-21:00
A169 Henry Center

Session Chair: Piotr Piecuch
Department of Chemistry, Michigan State University

Su-T1-1  19:30-20:15 A Short History of QSCP Meetings

Jean Maruani
Laboratoire de Chimie Physique, CNRS and UPMC, 11 Rue Pierre et Marie 

Curie, 75005 Paris, France

Su-T1-2  20:15-21:00 Methylene: A Personal Perspective

James F. Harrison
Department of Chemistry, Michigan State University, East Lansing, Michigan, 

48824, USA
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Su-T1-1

 

A Short History of QSCP Meetings 
 

Jean Maruani 
 

Laboratoire de Chimie Physique, CNRS and UPMC, 

11 Rue Pierre et Marie Curie, 75005 Paris, France - maruani@ccr.jussieu.fr 

 

The roots and development of QSCP meetings are recalled. From a congress organized in 1986 

in Paris to do honor to Pr Daudel, through Franco-Bulgarian cooper-ation with Rossen Pavlov, 

Yavor Delchev and Peter Raychev, then European contracts in the frame of PECO and COST 

projects, involving a network of French, Spanish, British, Italian, Swedish, and Bulgarian 

scientists, to the organization of the first QSCP workshop by Roy McWeeny in 1996 in Pisa to 

do honor to Stefan Christov. Since then there was a meeting every year, whose proceedings have 

all been published: 
 
 1 – QSCP-I: San Miniato / Pisa (Italy), April 1996; main local organizer: Roy McWeeny; 

proceedings published in ‘Topics in Molecular Organization & Engineering’ (Kluwer). 

 2 – QSCP-II: Jesus College, Oxford (England), May 1997; main local organizer: Stephen 

Wilson; proceedings published in ‘Advances in Quantum Chemistry’ (Plenum). 

 3 – QSCP-III: Alixares Hotel, Granada (Spain), April 1998; main local organizer: Alfon-so 

Hernandez-Laguna; proceedings published in ‘PTCP’ (Kluwer). 

 4 – QSCP-IV: Marly-le-Roi / Paris (France), April 1999; main local organizer: Jean 

Maruani; proceedings published in ‘PTCP’ (Kluwer). 

 5 – QSCP-V: Uppsala (Sweden), May 2000; main local organizer: Erkki Brändas; pro-

ceedings published in ‘Advances in Quantum Chemistry’ (Plenum). This is where, at the end of the 

century (and millennium), the Prize of CMOA was created and announced. 

 6 – QSCP-VI: Boyana Palace, Sofia (Bulgaria), April 2001; main local organizer: Alia 

Tadjer; proceedings published in ‘IJQC’ (Wiley). This is where, at the beginning of a new centu-ry 

(and millennium), the Prize of CMOA was awarded for the first time. 

 7 – QSCP-VII: Bratislava (Slovakia), September 2002; main local organizer: Ivan Hubac; 

proceedings published in ‘IJQC’ (Wiley). This year, the Prize of CMOA was awarded both at the 

QSCP-VII workshop and the ICTCP-IV congress (Marly-le-Roi, July 2002) 

 8 – QSCP-VIII: Spetses Island / Athens (Greece), September 2003; main local organizer: 

Aristides Mavridis; proceedings published in ‘IJQC’ (Wiley). 

 9 – QSCP-IX: Les Houches / Grenoble (France), April 2004; main local organizer: Jean-

Pierre Julien; proceedings published in ‘PTCP’ (Springer). 

 10 – QSCP-X: The Tunisian Academy, Carthage (Tunisia), September 2005; main local 

organizer: Souad Lahmar; proceedings published in ‘PTCP’ (Springer). 

 11 – QSCP-XI: Pushkin / St Petersburg (Russia), August 2006; main local organizer: Oleg 

Vasyutinskii; proceedings published in ‘IJQC’ (Wiley). 

 12 – QSCP-XII: Royal Holloway College / Windsor (UK), September 2007; main local 

organizer: Stephen Wilson; proceedings being published in ‘PTCP’ (Springer). 

 13 – QSCP-XIII: MSU / Lansing, MI (USA), July 2008; main local organizer: Piotr Pie-

cuch; proceedings to be published in ‘PTCP’ (Springer). 

 14 – QSCP-XIV: It is the tradition of QSCP meetings not to disclose the venue of the next 

meeting before the banquet dinner, after the ceremony of award of the Prize of CMOA. But believe 

it, it will be an exciting place again! 
 
 This historical overview will be presented as an illustrated journey in picturesque cities of 

Western and Eastern Europe, sprinkled with anecdotes, surprising shortcuts and philosophical 

insights. A number of memorable photographs will be shown. 
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Su-T1-1

Electron Correlation and Nuclear Motion Corrections to the  
Ground-State Energy of Helium Isoelectronic Ions, from Li to Kr 

 
R. L. Pavlov,a,b J. Maruani,b l. M. Mihailov,c Ch. J. Velchev,a and  

M. Dimitrova-Ivanovich a 
aInstitute for Nuclear Research and Nuclear Energy, Bulgarian Academy of Sciences, 

72 Tsarigradsko Chaussee, 1784 Sofia, Bulgaria 
bLaboratoire de Chimie Physique, CNRS and UPMC, 11 Rue Pierre et Marie Curie, 

75005 Paris, France 
cInstitute of Solid State Physics, Bulgarian Academy of Sciences,  

72 Tsarigradsko Chaussee, 1784 Sofia, Bulgaria 
 
Nonrelativistic energies for the ground state of Helium isoelectronic ions for Z = 3-54 are 
computed. Calculations are performed using explicitly correlated wavefunctions of a ge-
neralized Hylleraas type. The variational procedure used allows solving the two-electron 
Schrödinger equation with a practically unlimited number of parameters for trial wave-
functions expanded in products of positive powers of the Hylleraas coordinates. A non-
conventional optimization procedure, involving nonlinear programming, is applied. The 
contribution of the various terms is assessed, including nuclear finite mass and ‘polariz-
ation’ corrections. Our results are compared to other theoretical results. Combined with 
noncorrelated relativistic energies, they yield a good agreement with available experim-
ental data. 

 
Relative magnitudes of various corrections to the ionization energies of  

He isoelectronic ions. 
 

IP / au 6C4+ 7N5+ 8O6+ 9F7+ 10Ne8+ 11Na9+ 12Mg10+ 13Al11+ 14Si12+ 

Meas. 14.4087 20.2878 27.1688 35.0530 43.9522 54.0919 64.7401 76.7590 ****** 

Comp. 14.4088 20.2877 27.1692 35.0545 43.9443 53.8404 64.7439 76.6568 89.5805 

A few results measured, and computed using our procedure. 
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Su-T1-2

Methylene: A Personal Perspective 
 

James F Harrison,  

Department of Chemistry, Michigan State University, East Lansing, Michigan, 48824, 
USA 

 
The methylene molecule has played a prominent role in the development of 
computational quantum chemistry. The success that theorists had in unraveling its 
electronic and geometric structure was instrumental in the acceptance and incorporation 
of ab-initio computational theory into the fabric of chemistry. I will review the 
experimental and theoretical work that lead to our understanding of this remarkable 
molecule.  
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Session Mo-T1

Monday, July 07, 2008    08:45-10:30
A169 Henry Center

Session Chair: Jean Maruani
Laboratoire de Chimie Physique, CNRS and UPMC

Mo-T1-1  08:45-09:20 First Principles Based Predictions of Properties and Processes 
for Complex Chemical Systems

William A. Goddard III 
Charles and Mary Ferkel Professor of Chemistry, Materials Science, and Applied 

Physics; Director, Materials and Process Simulation Center (MSC) California 
Institute of Technology Pasadena CA 91125, USA

Mo-T1-2  09:20-09:55 Exploring Conductance Switching Properties of Molecular 
Scale Devices - A Computational Approach

Trilisa Perrine, Alexander Prociuk, Barry D. Dunietz
Department of Chemistry, University of Michigan, Ann Arbor, MI 48109, USA

Mo-T1-3  09:55-10:30 A Quantum Mechanical Study of the Ferroelectric, Dielectric 
and Catalytic Properties of the ABO3 and BO2 Oxides (A= 

Ca, Ba and K; B = Zr, Ti, Ce and Nb)

Philippe Baranek
EDF R&D – Département MMC, Site des Renardières Avenue des Renardières – 

Ecuelles, 77818 Moret sur Loing Cedex, France
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Mo-T1-1

QSCP-XIII in Lansing, Michigan July 7-11, 2008.

First principles based predictions of properties and processes for 
complex chemical systems 

William A. Goddard III
Charles and Mary Ferkel Professor of  

Chemistry, Materials Science, and Applied Physics 
Director, Materials and Process Simulation Center (MSC) 

California Institute of Technology 
Pasadena CA 91125 

Despite enormous advances in computer capacity, many 
important problems in chemical systems require new theoretical 
approaches to connect between first principles fundamentals 
and the properties of real materials 

We will consider two examples. 

1. Highly excited electronic systems involved in problems 
ranging from warm dense matter to plasma etching of materials 

2. The anomalous transport and physical phenomena involved 
in high temperature cuprate superconductors 
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Mo-T1-2

Exploring conductance switching properties of molecular scale

devices - a computational approach.

Trilisa Perrine, Alexander Prociuk and Barry D. Dunietz

Department of Chemistry, University of Michigan, Ann Arbor, MI 48109

A computational approach is used and developed to study electron transport through molecu-
lar and nano scale devices. New models and methods to describe transient electron conductance
through molecular systems under the influence of time dependent perturbations are used to study
quantum interference effects affecting the time-dependent conductance.1 We also analyze sev-
eral high-profile experimental studies achieving molecular scale conductance.2,3 The experiments
demonstrate large conductance changes of single peptides upon ligation of proper metal ion4 or fab-
ricated molecular sockets based on surface confined terpyridine ligands.5 Our calculations suggest
structure-functions relations which have not been considered before.

References

[1] A. Prociuk and B. D. Dunietz. Time-dependent current through electronic channel models using
a mixed time-frequency solution of the equations of motion. Phys. Rev. B, Submitted, 2008.

[2] T. Perrine and B. .D Dunietz. Carbonyl mediated conductance through metal bound peptides;
a computational study. Nanotechnolgy, 18:424003, 2007.

[3] T. Perrine and B. D. Dunietz. Conductance of a coblat(ii) terpyridine complex based molecular
transistor: A computational analysis. J. Phys. Chem. A, 112:2043, 2008.

[4] X. Xiao, B. Xu, and N. Tao. Changes in the conductance of single peptide molecules upon
metal-ion binding. Angew. Chem. Int. Ed., 45:6148–6152, 2004.

[5] Jin Yao Tang, Yi Liang Wang, Jennifer E. Klare, George S. Tulevski, Shalom J. Wind, and
Colin Nuckolls. Encoding molecular wire formation within nanoscale sockets. Angew. Chem.
Int. Ed., 46:3892–3895, 2007.

1
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Mo-T1-3

A quantum mechanical study of the ferroelectric, dielectric and 
catalytic properties of the ABO3 and BO2 oxides  

(A= Ca, Ba and K; B = Zr, Ti, Ce and Nb) 
 

Philippe Baranek 
EDF R&D – Département MMC, Site des Renardières 

Avenue des Renardières – Ecuelles, 77818 Moret sur Loing Cedex, France 
 
 

Many of the transition metals or lanthanides oxides have a wide range of applications (fuel 
cell, catalysts, high-capacitors, …) due to their peculiar properties (high-dielectric constants, 
ferroelectricity, …). The knowledge of the bulk and surface properties is essential if targeted 
devices with high performance have to be designed. In this context, the first-principles 
calculations can be useful to understand the structural and electronic properties of these 
materials. This presentation illustrates this topic with the study of the pressure driven phase 
transitions of KNbO3, the study of the protons diffusion in BaZrO3 and BaCeO3, the high-
dielectric response of BaTiO3 and CaTiO3 and the study of sulphur tolerance of ceria. For 
each examples, the calculation have been performed at the Hartree-Fock, Density 
Functionnal Theory and hybrid levels. All the studied phenomena are analysed in terms of 
evolution of the atomic structure, spontaneous polarization, electronic population and 
phonons. It will be shown that a good agreement between calculated, and, other theoretical 
and experimental various properties can be obtained with hybrid approximations. 
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Session Mo-T2

Monday, July 07, 2008    10:55-12:40
A169 Henry Center

Session Chair: Christopher J. Cramer
Department of Chemistry, University of Minnesota

Mo-T2-1  10:55-11:30 Quantitative Modeling via the correlation consistent 
Composite Approach (ccCA)

Angela K. Wilson
Department of Chemistry and Center for Advanced Scientific Computing and 

Modeling (CASCaM) University of North Texas, USA

Mo-T2-2  11:30-12:05 Combining the Best Features of Density Functional Theory 
and Wave Function Theory

Hans Jørgen Aa. Jensen, Emmanuel Fromager
Department of Physics and Chemistry, University of Southern Denmark, DK-5230 

Odense M, Denmark

Mo-T2-3  12:05-12:40 The Origin of Linear Scaling Phenomenon in Fock Matrix 
Calculation

Alexander V. Mitin
Center for Environmental Kinetics Analysis, The Pennsylvania State University, 

2217 EES Building, University Park, PA 16802, USA
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Mo-T2-1

Quantitative Modeling via the correlation consistent Composite 
Approach (ccCA) 

 
Angela K. Wilson 

Department of Chemistry and  
Center for Advanced Scientific Computing and Modeling (CASCaM) 

University of North Texas 
 

Modern computational chemistry has become a viable approach to address a wide 
range of chemistry that is difficult or cost-prohibitive to evaluate by other means – from 
the description of short-lived excited states, to the understanding of complex 
interactions. Ab initio computational chemistry approaches have now reached the level 
where they are an invaluable aid in quantitative predictions of kinetic and 
thermodynamics properties. For the majority of small molecules (~2-10 main-group 
atoms), the accuracy obtainable by ab initio computational chemistry rivals, and 
sometimes even surpasses experiment. Computational cost, however, quickly becomes 
problematic for quantitative predictions, as molecule size increases, and, as the level of 
sophistication of methodology required increases.  Composite methods have emerged 
as a way to reduce computational cost requirements, while still achieving quantitative 
accuracy in energetic predictions.  Unfortunately, overall, many composite methods are 
still plagued with problems such as computational cost,  required modifications for 
different portions of the periodic table (e.g., s-block elements), inability to address 
transition metal species, and/or significant parameterization.  We have developed a 
composite method, the correlation consistent Composite Approach, which can be used 
throughout the periodic table without modification, does not require parameterization, 
and does address the thermochemistry of metal complexes. 
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Mo-T2-2

Combining the Best Features of
Density Functional Theory and Wave Function Theory 

Hans Jørgen Aagaard Jensen and Emmanuel Fromager 
Department of Physics and Chemistry, University of Southern Denmark,

DK-5230 Odense M, Denmark 
 

Density-functional theory (DFT) is widely used nowadays in quantum chemistry, in 
particular because it is computationally relatively cheap and thus can be used for large 
scale calculations. However, even if current standard approximate functionals in many 
cases provide a satisfactory description of the short-range dynamic correlation 
(Coulomb hole), the static correlation effects (degeneracy or near degeneracy) and the 
London dispersion interaction effects are in general not treated adequately. On the 
other hand, the static correlation effects can be described in wave-function theory 
(WFT), for example, with a multiconfigurational self-consistent field (MCSCF) model, 
but then an important part of the dynamic correlation has to be neglected. It can be 
recovered with perturbation-theory based methods, for example CASPT2 or NEVPT2, 
but their computational complexity prevents large scale calculations. 
It is therefore of high interest to develop a hybrid WFT/DFT model which combines the 
best of both approaches. Different formulations have been proposed to merge WFT 
and DFT. One approach consists in calculating the dynamic correlation from the 
density of a MCSCF wave function. The correlation functional must then be adapted to 
the active space to avoid double counting of the dynamic correlation, which is 
technically not trivial. This complication can be overcome by splitting the two-electron 
interaction into long-range and short-range parts as proposed by Savin1. In this 
approach the long-range interaction is treated within WFT and the short-range 
interaction treated within DFT. As we have to use approximate wave functions and 
approximate short-range functionals the following question arises: Can we define 
an optimal long-/short-range separation and is it universal? 
These questions we addressed in a paper published last year2, and in this presentation 
I shall try to convince you that for typical chemistry applications the answers are in 
practice yes and yes. A major point for “real life applications” is that the range-
separated WFT/DFT hybrid model can be expected to fix many of the problem cases in 
standard DFT models as B3-LYP, PBE, CAM-B3LYP etc, while behaving as the 
standard models wrt CPU time and accuracy for all the problems where (some of) the 
standard models are satisfactory. 

1A. Savin, in Recent Developments and Applications of Modern Density Functional Theory, 
edited by J. M. Seminario (Elsevier, Amsterdam, 1996), p. 327.
2 E. Fromager, J. Toulouse, and H. J. Aa. Jensen, J. Chem. Phys 126, 074111 (2007).� 
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Mo-T2-3

The Origin of Linear Scaling Phenomenon in Fock Matrix Calculation 

Alexander V. Mitin
Center for Environmental Kinetics Analysis, The Pennsylvania State University,  

2217 EES Building, University Park, PA 16802, USA 

   An application of fast multipole method1 and quantum chemical tree code2 in Fock 
matrix construction significantly extend a possibility of large-scale ab initio calculations. 
This was reached because the Fock matrix can be constructed by these methods for 
time that scales significantly below than quadratic with respect to a problem size. In 
many cases it is close to the linear one.
   The explanations of linear scaling phenomenon also were presented in works1,2.
However, they cannot be considered as convincing ones because both of them are 
based on estimation that a number of two-electron Coulomb integrals scales at least 
quadratically with respect to a problem size3. But an estimation is not a proof. For this 
reason it cannot be excluded that a linear scaling phenomenon of Fock matrix 
construction observed in these methods is a consequence that a number of two-
electron integrals linear scales with respect to a problem size.
   To check this assumption the scaling property of a number of two-electron integrals 
has been investigated recently4. It was analytically shown that asymptotic values of all 
multi-center two-electron integrals are equal to zero. Hence, at large distances between 
centers the only one-center two-electron integrals are nonzero. A number of such 
integrals linearly scales with a problem size. Therefore, a total number of nonzero two-
electron integrals scales asymptotically linearly with respect to a problem size. 
Asymptotic curves of a number of nonzero two-electron integrals have been constructed 
by counting the nonzero integrals in large-scale calculations with different basis sets. 
The largest calculations with 6-31G basis included about 27000 contacted and 64000 
primitive Gaussian functions. The calculations show that at 10-4 10-5 cutoff precision a 
number of two-electron integrals scales almost linearly while for higher precisions the 
scaling is below quadratic although is not yet linear one. 
   It has been noted also that all known linear scaling Fock matrix calculations in fact 
have been performed with delta density algorithm. In this connection an influence of this 
algorithm on Fock matrix scaling property has been investigated in the present study on 
an example of Fock matrix calculation from stored two-electron integrals. The 
calculations have been performed for a set of test molecules with different basis sets in 
large range of a number of basis functions. It has been demonstrated that the use of 
this algorithm indeed leads to linear scaling Fock matrix construction even at those 
cutoff precisions of two-electron integrals at which a number of two-electron integrals is 
still a not linear scaling function.
   Examples of large scale ab initio calculations with inclusion of all two-electron 
integrals and a number of contracted basis functions of about 10000 and more will be 
presented.

1 C. A. White, M. Head-Gordon, J. Chem. Phys. 101, 6593 (1994). 
2 M. Challacombe, E. Schwegler, J. Almlöf, J. Chem. Phys. 104, 4685 (1996).
3 D. L. Strout, G. E. Scuseria, J. Chem. Phys. 102, 8448 (1995). 
4 A. V. Mitin, Int. J. Quantum Chem. (submitted) 
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Session Mo-T3

Monday, July 07, 2008    14:00-15:45
A169 Henry Center

Session Chair: William A. Goddard III
Division of Chemistry and Chemical Engineering,  

California Institute of Technology

Mo-T3-1  14:00-14:35 Nuclear-Electronic Orbital Approach: Including Nuclear 
Quantum Effects in Electronic Structure Calculations

Sharon Hammes-Schiffer
Department of Chemistry, Pennsylvania State University, University Park, 

Pennsylvania 16802, USA

Mo-T3-2  14:35-15:10 Quantum Wavepacket Ab Initio Molecular Dynamics: 
Applications to Hydrogen Tunneling in Biological Enzymes 

and Vibrational Properties in Hydrogen-Bonded Clusters

Srinivasan S. Iyengar
Department of Chemistry, Indiana University, 800 E. Kirkwood Ave,  

Bloomington, IN 47405, USA

Mo-T3-3  15:10-15:45 Quantum Dynamics Simulation of the Operation of the 
Proton Wire in Green Fluorescent Protein

José M. Lluch, Oriol Vendrell, Ricard Gelabert, 
Miquel Moreno

Departament de Química, Universitat Autònoma de Barcelona, 08193 Bellaterra 
Barcelona, Spain
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Mo-T3-1

Nuclear Electronic Orbital Approach: Including Nuclear 
Quantum Effects in Electronic Structure Calculations 

 
Sharon Hammes-Schiffer 

Department of Chemistry, Pennsylvania State University, University Park, 
Pennsylvania 16802, USA 

 
Recent advances in the development of the nuclear-electronic orbital (NEO) 
approach will be presented.  In the NEO approach, both electronic and nuclear 
molecular orbitals are expressed as linear combinations of Gaussian basis 
functions, and the variational method is utilized to minimize the energy with 
respect to all molecular orbitals as well as the centers of the nuclear basis 
functions.  This approach is particularly useful for the description of hydrogen 
transfer and hydrogen bonding.  For these applications, the hydrogen nuclei, as 
well as all electrons, are treated quantum mechanically to include nuclear 
quantum effects such as zero point energy and hydrogen tunneling.  The 
multiconfigurational self-consistent-field (NEO-MCSCF), nonorthogonal 
configuration interaction (NEO-NOCI), second-order perturbation theory 
(NEO-MP2), and density functional theory (NEO-DFT) methods have been 
developed to include correlation effects.  Electron-proton dynamical correlation 
is highly significant because of the attractive electrostatic interaction between the 
electron and the proton.  An explicitly correlated Hartree-Fock (NEO-XCHF) 
scheme has been formulated to include explicit electron-proton correlation 
directly into the nuclear-electronic orbital self-consistent-field framework with 
Gaussian-type geminal functions.  In contrast to previous approaches, which 
produce nuclear wavefunctions that are too localized and severely overestimate 
hydrogen vibrational frequencies, the NEO-XCHF method provides accurate 
nuclear wavefunctions and hydrogen vibrational frequencies.  This method is 
computationally practical for many-electron systems because only 
electron-proton correlation is treated explicitly.  Moreover, the NEO-XCHF 
method facilitates the development of electron-proton functionals in the 
framework of density functional theory.  The strengths and challenges of these 
approaches will be discussed, and applications to hydrogen transfer and 
hydrogen bonding systems will be presented. 
 
1 S. P. Webb, T. Iordanov, and S. Hammes-Schiffer, J. Chem. Phys. 117, 4106 (2002). 
2 M. V. Pak and S. Hammes-Schiffer, Phys. Rev. Lett. 92, 103002 (2004). 
3 C. Swalina, M. V. Pak, and S. Hammes-Schiffer, Chem. Phys. Lett. 404, 394 (2005). 
4 J. H. Skone, M. V. Pak, and S. Hammes-Schiffer, J. Chem. Phys. 123, 134108 (2005). 
5 C. Swalina, M. V. Pak, A. Chakraborty, and S. Hammes-Schiffer, J. Phys. Chem. A 110, 
9983 (2006). 
6 M. V. Pak, A. Chakraborty, and S. Hammes-Schiffer, J. Phys. Chem. A 111, 4522 
(2007). 
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Mo-T3-2

Quantum wavepacket ab initio molecular dynamics: 
Applications to hydrogen tunneling in biological enzymes 
and vibrational properties in hydrogen-bonded clusters 

Srinivasan S. Iyengar 
Department of Chemistry, Indiana University, 800 E. Kirkwood Ave, 

Bloomington, IN-47405 

Abstract:

This talk is arranged in three parts: The first part of the talk deals with the discussion of a 
computational methodology developed within our group. The approach combines quantum 
wavepacket dynamics with ab initio molecular dynamics and is potentially useful in studying 
problems where nuclear quantum effects can play an important role. Computational bottlenecks 
and associated solutions are also discussed. The second and third portions of the talk deal with 
applications of this approach that result in interesting insights in (a) hydrogen tunneling in 
biological enzymes, and (b) solvation structure, dynamics, and simulation of vibrational 
spectroscopy in hydrogen-bonded molecular clusters. 

References:

1. S. S. Iyengar and J. Jakowski, "Quantum Wavepacket Ab Initio Molecular Dynamics: An 
approach to study quantum dynamics in large systems". J. Chem. Phys. 122 114105 (2005). 

2. J. Jakowski, I. Sumner and S. S. Iyengar, "Computational Improvements to Quantum 
Wavepacket Ab Initio Molecular Dynamics using a potential-adapted, time-dependent 
deterministic sampling technique". Journal of Chemical Theory and Computation 2 1203-
1219 (2006). 

3. I. Sumner and S. S. Iyengar "Quantum Wavepacket Ab Initio Molecular Dynamics: An 
approach for computing dynamically averaged vibrational spectra including critical nuclear 
quantum effects". J. Phys. Chem. A, 111 , 10313-10324 (2007). 

4. S. S. Iyengar, I. Sumner and J. Jakowski "Hydrogen tunneling in an enzyme active site: a 
quantum wavepacket dynamical perspective". In Press. J. Phys. Chem. B. (2008). 

5. X. Li, V. E. Teige and S. S. Iyengar "Can the four-coordinated, penta-valent oxygen in 
hydroxide water clusters be detected through experimental vibrational spectroscopy?". J.
Phys. Chem. A 111 , 4815-4820 (2007). 

6. X. Li, D. T. Moore and S. S. Iyengar, "Insights from first principles molecular dynamics 
studies towards infra-red multiple-photon and single-photon action spectroscopy: Case study 
of the proton-bound di-methyl ether dimer". J. Chem. Phys. 128, 184308 (2008). 
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Mo-T3-3

Quantum Dynamics Simulation of the Operation of the Proton 
Wire in Green Fluorescent Protein 

José M. Lluch, Oriol Vendrell, Ricard Gelabert and Miquel Moreno 
Departament de Química, Universitat Autònoma de Barcelona, 08193 Bellaterra 

(Barcelona), Spain. 

A complete nuclear quantum dynamics simulation (by the MCTDH method) of the 
proton-shuttle operating in the Green Fluorescent Protein (GFP) has been carried 
out on a high quality, high dimensionality potential energy surface describing the 
photoactive * excited state, and including both motion of the three protons and 
of the donor and acceptor atoms of the hydrogen bonds. The results of the 
simulations show that proton transfer along the wire is essentially concerted, 
synchronous and very fast, with a substantial amount of the fluorescent species 
forming within several tens of femtoseconds. In this regard, a careful analysis of 
the population of the fluorescent species indicates that at least two dynamical 
regimes are present for its formation. Within the first hundreds of femtoseconds the 
dynamics is very fast and impulsive. Later on, a slower pace of formation appears 
representing the leaking of products of partial operation of the wire to the final, 
most stable state. 
 
[1] O. Vendrell, R. Gelabert, M, Moreno and J.M. Lluch, J. Am. Chem. Soc. 128, 3564 
(2006). 
[2] O. Vendrell, R. Gelabert, M, Moreno and J.M. Lluch, J. Phys. Chem. B 112, 5500 
(2008). 
[3] O. Vendrell, R. Gelabert, M, Moreno and J.M. Lluch, J. Chem. Theory Comput., in 
press. 
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Session Mo-T4

Monday, July 07, 2008    16:10-18:30
A169 Henry Center

Session Chair: William A. Lester, Jr.
Department of Chemistry, University of California, Berkeley

Mo-T4-1  16:10-16:45 Accurate Molecular Potentials by Conventional  
Ab Initio Methods

António J. C. Varandas
Departamento de Química, Universidade de Coimbra, 3004-535 Coimbra, 
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A.J.C. Varandas 
Departamento de Química, Universidade de Coimbra, 3004-535 Coimbra, Portugal  

We report recent progress on predicting accurate potential energy surfaces at a high 

level of ab initio theory by performing calculations with small basis sets and then scaling 

and/or extrapolating the energy to the target basis set. The method does not use 

parameters alien to the electronic structure methods and can be almost as cost-

effective as Kohn-Sham density functional theory when using raw MP2 energies. 

Applications range from diatomic to medium-size systems, some of which will be 

illustrated at the conference. Given the unavoidable inaccuracies and point wise nature 

of the calculated ab initio potential energy surfaces, we then focus on their modeling 

using DMBE theory. The global DMBE form so obtained can then be upgraded to 

spectroscopic accuracy either iteratively via accurate ro-vibrational calculations or by 

energy switching/morphing it with a local spectroscopic form. Examples will include 

global potentials for the H2O and H2S molecules. Ongoing CBS extrapolations of 

tensorial properties (polarizabilities) will also be reported. 
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Scattering experiments between charged par-
ticles and molecules have recently displayed novel
many-body phenomena involving coherent inter-
play between electrons and nuclei. For exam-
ple, electronic emission spectra have recently dis-
played interference phenomena resulting in oscil-
latory relative double differential cross sections
[1, 2]. This is the signature of the multi-center
character of the molecule.

For intermediate collision energies these ef-
fects may be smeared out since the the electron
dynamics is completely entangled in an attosec-
ond transient multi-center structure (three cen-
ters for atomic ion-diatomic molecule collisions).
However new kind of dynamical features may be
observed and are extremely sensitive to the de-
tailed electronic structure of the molecular tar-
get, the projectile and the geometry of the colli-
sion complex [3].

In the conference we shall present a study of
such effects in simple ion-molecule collision sys-
tems in the intermediate and high impact en-
ergy range. The theoretical description of the
electronic and rovibrational processes is complex
in this regime, due to the large number of open
channels, involving electron transfer and ioniza-
tion, and the important momentum change of
the electrons transfered from one to the other
nucleus. We shall present two original semiclas-
sical approaches to solve such problems, based
on the numerical solution of the time-dependent
Schrödinger equation, (i) a basis expansion ap-
proach and (ii) a full numerical grid-method.

The basis state method is most suitable for
studies of geometrical effects for electron transfer
as the final channels are here correctly described.
The grid method is perfect for processes where
charge transfer plays a minor role, ie. ionization
dominates. In both cases we display strong orien-
tation effects with unique signatures of two- and

three-center dynamics in the time evolution (cf.
Fig. 1) as well as for measurable quantities.

Fig. 1. Snapshots of the probability den-
sity during the collision betweenHe2+ and
H+2 for two different impact velocities: v
= 0.3 a.u. (left), v=1.0 a.u. (rigth). The
impact parameter is 1 a.u.
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Since their theoretical prediction a decade ago1, interatomic (intermolecular) Coulombic 
decay (ICD) and related processes have been in the focus of intensive theoretical2 and 
experimental3 research. The spectacular progress in this direction has been stimulated 
both by the fundamental importance of the discovered electronic decay phenomena and 
by the exciting possibility of their practical application, for example in spectroscopy4. 

Interatomic  decay  phenomena  take  place  in  inner-shell-ionized  clusters  due  to 
electronic correlation between two or more cluster constituents. These processes lead 
to the decay of inner-shell vacancies by electron emission and in many cases also to 
disintegration of the multiply ionized cluster. The primary objective of the theory is, thus, 
to predict the kinetic energy spectra of the emitted electrons and of the resulting cluster 
fragments. These spectra are determined by an interplay between the electronic decay 
process and the nuclear dynamics5.  Key to the reliable prediction of  the observable 
quantities is, thus, the knowledge of the time scale of the interatomic decay. In this talk, 
I will review the recent developments in the ab initio quantum chemical methods for the 
calculation of interatomic decay rates in excited6, singly ionized7 and doubly ionized8 

systems as well  as some of their  applications to various types of inner-shell-ionized 
clusters, e.g. rare gas systems and endohedral fullerenes.

1 L. S. Cederbaum, J. Zobeley, and F. Tarantelli, Phys. Rev. Lett. 79, 4778 (1997).

2 R. Santra  et al.,  Phys. Rev. Lett.  85, 4490 (2000); R. Santra, and L. S. Cederbaum,  Phys. 
Rev. Lett. 90, 153401 (2003); V. Averbukh, I. B. M�ller, and L. S. Cederbaum, Phys. Rev. Lett. 
93,  263002 (2004); V. Averbukh and L. S. Cederbaum, Phys. Rev. Lett. 96, 053401 (2006).

3 S. Marburger et al., Phys. Rev. Lett. 90, 203401 (2003); T. Jahnke et al., Phys. Rev. Lett. 93, 
163401 (2004); G. �hrwall et al., Phys. Rev. Lett. 93, 173401 (2004); T. Aoto et al., Phys. Rev. 
Lett. 97, 243401 (2006); T. Jahnke et al., Phys. Rev. Lett. 99, 153401 (2007).

4 S. Barth et al., PCCP 8, 3218 (2006).

5 S. Scheit et al., J. Chem. Phys. 121, 8393 (2004); S. Scheit et al., J. Chem. Phys. 124, 154305 
(2006).

6 K. Gokhberg, V. Averbukh, and L. S. Cederbaum, J. Chem. Phys. 124, 144315 (2006).

7 V. Averbukh and L. S. Cederbaum, J. Chem. Phys. 123, 204107 (2005).

8 P. Kolorenc, V. Averbukh, K. Gokhberg, and L. S. Cederbaum, to be submitted to J. Chem. 
Phys.
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Atom-diatom reactive scattering collisions can mainly proceed via two possible 
dynamical mechanisms. On one hand, the reaction can be the result of a 
sudden direct collision in which the rupture of the diatomic bond in the reactants 
and the formation of the products occur in a extremely short of time (abstraction 
mechanism). On the other hand, the process can take place by the formation of 
an intermediate complex with a finite lifetime of some rotational periods 
(insertion mechanism). For this kind of reactions the potential energy surfaces 
usually display a deep potential well which supports a large number of bound 
and quasibound states. The study of the insertion processes by means of exact 
quantum mechanical methods is in general limited by computational difficulties. 
In these situations, the application of statistical techniques turns to be extremely 
helpful. In particular, we will review the results of some recent investigations on 
several atom-diatom processes carried out by means of a statistical quantum 
method 1,2.

The reactions considered in this talk include cases in which the insertion
mechanism seems to be the dominating pathway (as collisions between H2 and 
an C, N, S or O atom 1-5), ion-diatom reactions (as those involved in the H3

+

system and isotopic variants 6-8) and processes with an existing competition 
between the insertion and abstraction dynamics (for example O(1D)+HCl, H+O2
2,9,10 and Si+O2

11). The comparison of the statistical predictions with both exact 
results and experimental measurements reveal the validity of this approach to 
investigate the dynamics of some of these atom-diatom reactions. 

1 E.J. Rackham et al., Chem. Phys. Lett. 343, 356 (2001); E.J. Rackham, et al., J.
Chem. Phys. 119, 12895 (2003). 
2 T. González-Lezana, Int. Rev. Phys. Chem. 26, 29 (2007). 
3.N. Balucani et al. , J Chem. Phys. 122, 234309 (2005). 
4 L. Bañares et al., J. Chem. Phys, 123 224301 (2005). 
5 N. Balucani et al., J. Phys. Chem. A, 110, 817 (2006). 
6 T. González-Lezana et al. J. Chem. Phys.123, 194309 (2005). 
7 T González-Lezana et al. J. Chem. Phys.125, 094314 (2006). 
8 E. Carmona-Novillo et al. J. Chem. Phys.128, 014304 (2008). 
9 P. Bargueño et al. Phys. Chem. Chem. Phys. 9, 1127 (2007). 
10 P. Bargueño et al. J. Chem. Phys. (submitted 2008). 
11 F. Dayou et al. J. Chem. Phys. (accepted 2008).
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In this talk, two useful nonperturbative approximants to the recently formulated state-
specific multi-reference coupled cluster theory (SS-MRCC) will be developed and pilot 
numerical applications presented. The parent formalism is rigorously size-extensive and 
with the use of a complete active space leads to a size-consistent theory as well when 
localized orbitals are used. The method naturally obviates the notorious intruder 
problem when the target state energy is well-separated from the virtual functions. The 
wave operator in this formalism is of the Jeziorski-Monkhorst type, and, for a state-
specific theory, this leads to redundancy of the cluster amplitudes. Imposing the twin 
requirements of size-extensivity of energy and the avoidance of intruders, the 
redundancy problem is resolved successfully. In the working equations, the cluster 
amplitudes for the operators acting on the different model functions are coupled. The 
two non-perturbative approximants suggested in this talk are designed to reduce the 
complexity of the working equations via well-defined nonperturbative approximations in 
two different ways. In the first variant, to be called the uncoupled state-specific MRCC 
(UC-SS-MRCC), we use an analogue of the anonymous parentage approximation in the 
coupling term, which leads to considerable simplification of the working equations, yet 
with very little deterioration of the quality of the computed energy. In the second variant, 
to be called internally contracted inactive excitations in SS-MRCC (ICI-SS-MRCC), the 
cluster amplitudes for all the inactive double excitations are regarded as independent of 
the model functions. Since the all-inactive double excitation amplitudes are the most 
numerous, this variant leads to a dramatic reduction in the total number of cluster 
amplitudes. Our pilot numerical applications on a host of molecules indicate that the ICI-
SS-MRCC performs remarkably well, closely paralleling the performance of the rigorous 
SS-MRCC. While the UC-SS-MRCC uses equations closely resembling those in the 
parent theory, the variant ICI-SS-MRCC uses a manifestly contracted set of equations 
for the all-inactive double excitations. 
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 State-specific and rigorously size-extensive Mukherjee multireference coupled 
cluster theory (Mk-MRCC) has been developed into a powerful method for chemical 
research in several recent studies.1-3  The first production-level program (PSIMRCC) for 
Mk-MRCCSD has been coded into the freely available PSI3 package.4 This 
breakthrough was aided by the derivation of closed-form expressions for the terms 
coupling different references in the amplitude equations.2  Moreover, a hierarchy of 
Mk-MRCCSDT-n (n = 1a, 1b, 2, 3) methods for the iterative inclusion of connected triple 
excitations has been formulated and implemented for the first time.3 The effectiveness 
of our Mk-MRCC methods is established by extensive computations on benchmark 
problems, including F2, C2, O2, O3, NH, NF, CH2, SiH2, and H2CO. For F2, at the 
complete basis set (CBS) limit, Mk-MRCCSD applied with a (2,2) active space and 
localized orbitals gives (re, De, !e) = (1.4134 Å, 38.5 kcal mol–1, 915 cm–1), in 
exceptional agreement with the spectroscopic values of (1.4119 Å, 38.3 kcal mol–1, 917 
cm–1). Similarly, for CH2 and O2, CBS Mk-MRCCSD predicts singlet-triplet splittings 
[!E(S-T)] within 0.2 kcal mol–1 of experiment. 
 In chemical applications of Mk-MRCCSD theory, outstanding results have been 
obtained for the optimum geometric structures, vibrational frequencies, and adiabatic 
excitation energies of ortho-, meta-, and para-benzyne.  Our CBS Mk-MRCCSD 
extrapolations yield !E(S-T) = 38.9, 20.8, and 4.7 kcal mol–1, respectively, for these 
three diradicals, as compared to the corresponding experimental values of 37.5, 21.0, 
and 3.8 kcal mol–1.  For antiaromatic systems, Mk-MRCCSD/cc-pVTZ theory provides 
the first reliable automerization barriers of cyclobutadiene (D4h–D2h, 9.2 kcal mol–1), 
perfluorocyclobutadiene (D4h–D2h, 14.5 kcal mol–1), and cyclooctatetraene (D8h–D4h, 7.0 
kcal mol–1).  In the C8H8 case, the Mk-MRCCSD/cc-pVTZ singlet-triplet splitting is 12.8 
kcal mol-1, within 0.7 kcal mol-1 of experiment. Finally, we report Mk-MRCC predictions 
of UV/Vis spectra of novel carbenes that have led to the first isolation and identification 
of these species in matrix isolation experiments.  Notably, application of a four-
reference Mk-MRCCSD/aug-cc-pVTZ wave function reveals that the S1 open-shell 
singlet state of the elusive hydroxymethylene species has a twisted (C1) geometric 
structure with a torsion angle of 108.4° and excitation energy T0 = 56.8 kcal mol–1, 
corresponding precisely to the onset of electronic absorptions observed near 510 nm. 
______________________________________________________________________ 
1  F. A. Evangelista, W. D. Allen, and H. F. Schaefer, J. Chem. Phys. 125, 154113: 1-16 (2006). 
2 F. A. Evangelista, W. D. Allen, and H. F. Schaefer, J. Chem. Phys. 127, 024102: 1-17 (2007). 
3 F. A. Evangelista, A. C. Simmonett, W. D. Allen, H. F. Schaefer, and J. Gauss, J. Chem. 

Phys. 128, 124104: 1-13 (2008). 
4 T. D. Crawford, C. D. Sherrill, E. F. Valeev, J. T. Fermann, R. A. King, M. L. Leininger, S. T. 

Brown, C. L. Janssen, E. T. Seidl, J. P. Kenny, and W. D. Allen, J. Comput. Chem. 28, 1610-
1616 (2007). 
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We investigate the problem of intruders in the framework of multiconfiguration per-
turbation theory (PT)1,2. In the spirit of the minimal dressing – proposed in single-
reference PT by Lepetit and Malrieu3 – we study the possibility of replacing the ampli-
tudes of doubly excited configurations by the diagonalization of a dressed 2x2 matrix.
This approach has the potential to remedy the ill effect of quasi-degeneracy while pre-
serving size-consistency of the formalism. We investigate extension of the theory to
the multireference case, discuss connections with related multireference approaches
and provide pilot test calculations.

1 Z. Rolik, Á. Szabados and P.R. Surján, J. Chem. Phys. 119, 1922 (2003).
2 Á. Szabados, Z. Rolik, G. Tóth and P.R. Surján, J. Chem. Phys. 122, 114104 (2005).
3 M.-B. Lepetit and J.-P. Malrieu, Chem. Phys. Lett. 208, 503 (1993).
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The single-reference (SR) coupled-cluster (CC) methods proved to be very valuable in 
computations of molecular electronic structure. This is especially the case of the 
CCSD(T) method, which is sometimes referred to as the “gold standard” of quantum 
chemistry. Yet, all these approaches are unable to properly describe static and/or non-
dynamic correlation effects arising, respectively, due to degeneracy and/or 
quasidegeneracy of reference configuration(s). The latter is invariably present when 
describing molecular systems far away from their equilibrium geometry, as is the case 
when breaking genuine chemical bonds or, generally, when handling open-shell 
systems. All such situations are characterized by a rapidly increasing role played by 
higher-than-pair clusters. Even in nondegenerate cases an account of three-body 
clusters is important when accurate results are desired. 
At the SR level, we may overcome these shortcomings, at least partially, by relying on 
various internally or externally corrected CC approaches. The latter ones rely on some 
suitable external source of the most important three- and four-body clusters that are 
neglected in the standard CCSD method. They are typified by the reduced multi-
reference (RMR) approaches1 that employ a modest-size MR CISD wave function as an 
external source.  The former ones rely solely on the CC equations, as does the above 
mentioned CCSD(T) method that, unfortunately, also fails in the presence of 
quasidegeneracy. This led to the development of its renormalized versions, culminating 
in fully-size extensive CR-CC(2,n) approaches2. Very recently, we have introduced 
partially linearized (pl) MR methods3 that also enjoy full size-extensivity.  
After outlining basic tenets of these approaches, we will present a number of examples 
that illustrate their relative merits and shortcomings. In particular, we shall address the 
problem of a triple-bond breaking in the nitrogen molecule4, a symmetry breaking in 
ABA-type radicals5, and the singlet-triplet splitting in diradicals6. Time permitting we will 
mention other applications (transition metal compounds and reaction barrier heights) or 
an extension of the idea of external corrections to genuine MR CC methods of the state-
universal type. 
 
1 
X. Li and J. Paldus, J. Chem. Phys. 107, 6257 (1979); Mol. Phys. 98, 1185 (2000) and loc. cit.  

2
 M. Włoch, J.R. Gour, and P. Piecuch, J. Phys. Chem. A 111, 11359 (2007) and loc. cit. 

3
 X. Li and J. Paldus, J. Chem. Phys. 128, 144118 (2008); 

 
128, 144119 (2008). 

4
 X. Li and J. Paldus, J. Chem. Phys. 113, 9966 (2000); (submitted). 

5
 X. Li and J. Paldus, J. Chem. Phys. 126, 224304 (2007); Int. J. Quntum Chem. (in press). 

6 
X. Li and J. Paldus, Chem. Phys. Lett. 431, 179 (2006); X. Li, J.R. Gour, J. Paldus, and  

  P. Piecuch, (submitted); X. Li and J. Paldus, (unpublished results). 
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In this talk, I will present the general formulism of block correlated coupled 
cluster (BCCC) theory with a complete active-space self-consistent-field 
(CASSCF) reference function.1-2 This theory provides an alternative 
multireference coupled cluster framework to describe ground-state electronic 
structures of those molecules with significant multireference characters. In this 
approach, a multireference block is defined to incorporate the nondynamic 
correlation, and all other blocks involve just a single spin orbital. The cluster 
operators are truncated up to the four-block correlation level, leading to the 
BCCC4 scheme. The resulting CAS-BCCC4 method computationally scales 
as the traditional single-reference CCSD, which is expected to be applicable 
for medium-sized molecules. We have applied the present approach to 
investigate the potential energy surfaces for single, double, and triple bond 
breaking in a series of diatomic molecules (such as F2, H2O, N2), and 
electronic structures of some typical diradicals and triradicals.3-4 A comparison 
of our results with those from full configuration interaction calculations and 
experimental values (when available) shows that the present approach can 
provide quantitative descriptions for ground-state potential energy surfaces 
involving the bond breaking processes. 

1. S. Li, J. Chem. Phys. 120, 5017 (2004). 
2. T. Fang, S. Li, J. Chem. Phys. 127, 204108, 2007. 
3. J. Shen, T. Fang, W. Hua, S. Li, J. Phys. Chem. A 112, 4703, 2008. 
4. T. Fang, J. Shen, S. Li, J. Chem. Phys. Accepted, 2008. 
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The size extensive completely renormalized coupled-cluster method, termed CR-
CC(2,3),1 which has recently been extended to open-shell systems, will be 
presented. The most important formal and computational details of the CR-
CC(2,3) approach and the key elements of the underlying biorthogonal 
formulation of the method of moments of coupled-cluster equations, on which the 
CR-CC(2,3) approach is based, will be discussed. It will be shown that while the 
CR-CC(2,3) and related renormalized coupled-cluster methods preserve the 
philosophy of the conventional and widely used CCSD(T) approach, in which a 
non-iterative correction due to triply excited clusters is added to the CCSD 
(coupled-cluster singles and doubles) energy, including the relatively low 
computer costs and ease of use that characterize CCSD(T), they eliminate the 
failures of CCSD(T) and other traditional single-reference approaches in the 
bond-breaking/biradical regions of potential energy surfaces. The calculations of 
potential energy curves involving bond breaking, activation energy for the 
isomerization of cyclopropane involving trimethylene biradical as a transition 
state, and singlet-triplet energy gaps for the challenging biradical/magnetic HHeH 
and (HFH)-  systems will be used to demonstrate the effectiveness of the CR-
CC(2,3) scheme. The closed and open-shell CR-CC(2,3) options available in the 
GAMESS package2 will be introduced as practical solutions for chemists 
interested in studies of reaction pathways involving single bond breaking, 
radicals, and biradicals. Thanks to their “black-box” nature, the CR-CC(2,3) 
calculations can be performed by non-experts who would like to understand 
chemical problems involving larger non-dynamical correlation effects without 
resorting to multi-reference calculations which might be prohibitively expensive 
and require a great deal of expertise and experience.   
 
1 P. Piecuch and M. Włoch, J. Chem. Phys. 123, 224105 (2005); P. Piecuch, M. Włoch, 
J.R. Gour, and A. Kinal, Chem. Phys. Lett.  418, 467 (2006); M. Włoch, J.R. Gour, and 
P. Piecuch, J. Phys. Chem. A  111, 11359 (2007). 
2 M.W. Schmidt et al., J. Comput. Chem.  14, 1347 (1993); M.S. Gordon and M.W. 
Schmidt, in Theory and Applications of Computational Chemistry: the first forty years, 
edited by C.E. Dykstra, G. Frenking, K.S. Kim, and G.E. Scuseria, (Elsevier, Amsterdam, 
2005), p.1167. 
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Locally Correlated Coupled Cluster Theory and Molecular Chirality
T. Daniel Crawford

Department of Chemistry, Virginia Tech, Blacksburg, Virginia 24061, U.S.A

crawdad@vt.edu

The most significant obstacle to the application of advanced quantum chemical methods such as
coupled cluster theory to large molecules is the “polynomial scaling wall” — the high-degree poly-
nomial scaling of methods such as coupled-cluster theory with the size of the system. Although
methods that diminish this wall by exploiting the localizability of electron correlation have yielded
impressive results for energetics and potential surfaces, their efficacy for numerous other proper-
ties remains unclear. This paper will discuss recent progress in our group1 toward the development
of locally correlated coupled cluster models for chiroptical response, viz. optical rotation and circular
dichroism spectra of large chiral molecules.2

1T.D. Crawford, M.C. Tam, and M.L. Abrams, J. Phys. Chem. A 111, 12057-12068 (2007).
2N.J. Russ and T.D. Crawford, Phys. Chem. Chem. Phys., in press.
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The Study of Highly Charged Ions in Solution: A Combined Quantum 
Mechanical and Molecular Dynamics Simulation Approach 

 
Laura Gagliardi 

Department of Physical Chemistry 
University of Geneva 

30, Quai Ernest Ansermet 
CH-1211 Geneva Switzerland 

 
We will present the results of our latest study of lanthanide and actinide ions in solution 
using a combined quantum chemical and molecular dynamics simulation approach. 
Solutions containing Ln (III) cations (Ln=La, Gd and Er)  and Cl(-) have been studied in 
order to understand the coordination of Ln(III) as a function of the concentration of     
Cl(-).1 The intermolecular potentials have been generated fully ab initio using the NEMO 
approach2,3 to intermolecular forces. Some general strategies to model systems 
containing highly-charged heavy element will be discussed. 
 
1D. Hagberg, C. Beuchat and L. Gagliardi The coordination of Ln(III) ions in water, in 
preparation 2008. 
2O. Engkvist, P.-O. Åstrand, and G. Karlström. Accurate intermolecular potentials obtained from 
molecular wave funcions: Bridging the gap between quantum chemistry and molecular 
simulations. Chem. Rev., 100, 4087-4108, 2000. 
3D. Hagberg, E. Bednarz, N.M. Edelstein and L. Gagliardi A quantum chemical and molecular 
dynamics study of the coordination of Cm(III) in water J. Am. Chem. Soc., 129, 14136 -14137 
2007. 
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Gas-phase quantum chemistry methods for 

condensed-phase problems

Frederick R Manby
School of Chemistry, University of Bristol, Bristol, BS8 1TS, UK

We have been working on methods for extending the domain of 
applicability of gas-phase methods, such as MP2 and coupled-cluster 
theory, into the realm of condensed-phase problems. After a brief 
summary of our progress with enzymes and solids, I will give an 
overview of the status of our work on accurate simulation of liquids. The 
method is based on various approaches to computing energies through 
many-body expansions, allowing for a huge range of different methods 
that approach the accuracy of standard methods for very large (and 
potentially infinite) systems.
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Model for Simulating Coupled Electronic and Nuclear Dynamics in Liquids 
 

Thomas F. Miller, III 
Arthur Amos Noyes Laboratory of Chemical Physics, 

California Institute of Technology, Pasadena, CA  91125, USA 
 
We describe our recent efforts to simulate the coupled dynamics of electrons and 
nuclei in the condensed phase.  The ring polymer molecular dynamics (RPMD) 
model is used to simulate the diffusion of an excess electron in supercritical 
helium over a range of fluid densities.  The accuracy of the RPMD model is 
tested against numerically exact path integral statistics through the use of 
analytical continuation techniques.  At fluid densities approaching those of typical 
liquids, the RPMD model provides an accurate description for the fast, highly 
quantum mechanical dynamics of the excess electron.  In this regime where the 
dynamics of the electron is strongly coupled to the dynamics of the atoms in the 
fluid, trajectories that can reveal diffusive motion of the electron must be long in 
comparison to !h. 
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Electronic Structure Challenges Associated with Dioxygen 
Activation at Mono- and Binuclear Copper Enzyme Site Models 

 
Christopher J. Cramer 

 
Department of Chemistry and Research Computing Center, University of Minnesota, 

207 Pleasant St. SE, Minneapolis, MN, USA 
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 The activation of molecular oxygen at monocopper centers plays an important 
role in biology, in particular with regard to the biosynthesis of neurohormones by the 
Cu-containing enzymes dopamine beta-monooxygenase (D�M) and peptidylglycine 
alpha-hydroxylating monooxygenase (PHM). Similarly, activation at binuclear sites 
occurs in such enzymes as oxytyrosinase and catechol oxidase. The modeling of 1:1 
and 2:1 supported Cu/O2 adducts poses enormous challenges to density functional 
and wave function many-body theories because of widely varying nondynamical and 
dynamical electron correlation effects associated with different geometries, spin 
states, and ligand characteristics. 
 
 As Cu cycles in oxidation state from I (closed-shell d10), to II (open-shell d9), 
to III (closed-shell d8), and the O2 fragment cycles from molecular oxygen (triplet 
neutral), to superoxide (doublet anion), to peroxide (closed-shell dianion), a rich 
variety of spin-spin coupling interactions can be accessed. Treating varying degrees 
of multideterminantal character in a balanced fashion is key to quantitative and, in 
some cases, even qualitative accuracy. A summary of salient points will be 
presented together with some details of the new restricted-active-space RASPT2 
model, which extends the range of multireference second-order perturbation theory 
to larger active spaces than those that can be addressed with the complete-active-
space CASPT2 alternative. Time permitting, applications to mechanistic studies and 
catalyst design will be described. 
 
Key references include: 
 
(1) Gherman, B. F.; Cramer, C. J. Inorg. Chem. 2004, 43, 7281. 
(2) Cramer, C. J.; W�och, M.; Piecuch, P.; Puzzarini, C.; Gagliardi, L. J. Phys. Chem. A 

2006, 110, 1991. 
(3) Cramer, C. J.; Kinal, A.; W�och, M.; Piecuch, P.; Gagliardi, L. J. Phys. Chem. A 2006, 

110, 11557. 
(4) Cramer, C. J.; Tolman, W. B. Acc. Chem. Res. 2007, 40, 601. 
(5) Lewin, J. L.; Heppner, D. E.; Cramer, C. J. J. Biol. Inorg. Chem. 2007, 12, 1221. 
(6) Hong, S.; Huber, S.; Gagliardi, L.; Cramer, C. J.; Tolman, W. B. J. Am. Chem. Soc. 

2007, 129, 14190. 
(7) Gherman, B. F.; Cramer, C. J. Coord. Chem. Rev. doi:10.1016/j.ccr.2007.11.018. 
(8) Cramer, C. J.; Gour, J. R.; Kinal, A.; W�och, M.; Piecuch, P.; Moughal Shahi, A. R.; 

Gagliardi, L. J. Phys. Chem. A 2008, 112, 3754. 
(9) Malmqvist, P. Å.; Pierloot, K.; Moughal Shahi, A. R.; Cramer, C. J.; Gagliardi, L. J. 

Chem. Phys. in press. 
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Exploring Electron Transfer and Bond Breaking with Constrained DFT 
 

Troy Van Voorhis 

Department of Chemistry 

Massachusetts Institute of Technology 

77 Massachusetts Ave. 

Cambridge, MA 02139 

 

Electron transfer reactions are the centerpiece of artificial photosynthetic complexes, 

organic LEDs and essentially all of redox chemistry.  This talk will highlight ongoing 

work being carried out in our group aimed at developing methods that can accurately 

simulate the reaction dynamics in these types of systems.  Specifically, this talk will 

focus on the electronic structure problem inherent in describing electron transfer: How 

can we treat charge transfer states on the same footing with the electronic ground state?  

How do we make connections between a phenomenological picture like Marcus theory 

and a more rigorous approach like DFT?  How do we describe bond formation (in 

particular proton transfer) that is often intimately connected with the process of electron 

transfer? Time permitting, we will mention some applications of these methods to 

organic light emission, photoinduced dynamics and/or redox catalysis. 
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Self-consistent Determination of Protein Secondary and Tertiary 
Structure from Sequence Alone 
 
Joe DeBartoloa,b,d, Andrés Colubrib,d, Abhishek Jhaa,b,c,d, James E. Fitzgeraldb,d, Karl F. 
Freedb,c, and Tobin R. Sosnicka,b 
1Department of Biochemistry and Molecular Biology, 2Institute for Biophysical 
Dynamics, 3Department of Chemistry, 4The James Franck Institute, The University of 
Chicago, Chicago, IL 60637. 
 
Since the demonstration that the amino acid sequence of a protein encodes its 
structure, the prediction of structure from sequence remains an outstanding problem 
that impacts numerous scientific disciplines, including the therapeutic design of 
medicines and the numerous genome projects. The exponential growth in the number of 
deciphered genomes has provided the protein sequences for millions of new proteins 
whose properties are completely unknown. The lengthy experimental procedures (X-ray 
and NMR) for determining individual protein structures necessitate the development of 
fast throughput computational methods for protein structure prediction. The most 
common methods for predicting protein structure extensively use the similarity of the 
target sequence to all or portions of sequences of proteins with known structures. This 
sequence similarity, called homology, is often combined with machine learning methods 
for determining the structure. By iteratively fixing the secondary structure assignments 
of individual residues during Monte Carlo simulated annealing simulations of folding, a 
coarse grained model without homology information or explicit side chains outperforms 
current homology-based secondary structure prediction methods. The computationally 
rapid algorithm also generates tertiary structures with backbone conformations of 
comparable accuracy to existing all-atom methods for many small proteins, particularly 
for sequences with low homology. Hence, given appropriate search strategies and 
scoring functions, reduced representations can accurately predict secondary structure 
as well as provide three-dimensional structures, thereby increasing the size of proteins 
approachable by ab initio methods and the accuracy of template-based methods, 
especially for sequences with low homology. 
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The Gaussian electrostatic model: Towards a molecular density based force

field

G. Andrés Cisnerosa, Jean-Philip Piquemalb, Thomas A. Dardena

aNIEHS, 111 T.W. Alexander Dr., Box 12233 MD F0–08 RTP, NC 27709.
bLaboratoire de Chimie Théorique, Université Pierre et Marie Curie (Paris VI),

UMR 7616 du CNRS, Case Courrier 137, 4, place Jussieu, 75252 Paris cedex 05

The simulation of biological systems at present relies mainly on the use of classical em-
pirical force fields (FFs). Most of these FFs separate the interactions in bonded and non
bonded contributions. In general, the non bonded terms are represented by a collection of
point charges for the Coulomb interaction and a 6-12 Van der Waals term to represent the ex-
change and dispersion contributions. However, it is well know that the use of these isotropic
pairwise potentials results in a loss of accuracy. We have recently shown that unperturbed
frozen densities can be used to calculate intermolecular Coulomb interactions analytically
[1]. This formalism has been the foundation for the development of a novel FF, the Gaussian
electrostatic model (GEM) [2]. GEM reproduces each component of the constrained space
orbital variation (CSOV) decomposition method [3] by using fitted molecular densities to
calculate the intermolecular interaction components. This model relies on the use of Hermite
Gaussian functions as the expanding basis for the fragment molecular density. Furthermore,
two reciprocal space based methods have been extended to improve computational speed
[4].

We will present Coulomb and exchange–repulsion results for a series of dimers to show
accuracy and transferability of the fitted densities. All intermolecular interaction energies
are in agreement with respect to CSOV, with an average error of 0.1 and 0.15 kcal/mol for
Coulomb and exchange respectively. Timing results for Coulomb energy–force calculations
for (H2O)n n= 64, 128, 256, 512 and 1024 under periodic boundary conditions are employed
to test the reciprocal space based methods. The use of these methods enables the calcula-
tion of the largest system (over 650000 primitives) in 6.947 seconds on a single 3.5 GHz
Xeon CPU. Finally, the results of an initial QM/MM implementation involving GEM will
be presented and compared to conventional QM/MM methods [5]. These results show that
point charges significantly under-polarize the QM subsystem at hydrogen bonding distances,
while GEM provides the correct polarization response for the water dimer.

[1] G. A. Cisneros, J.-P. Piquemal, and T. A. Darden, J. Chem. Phys. 123, 044109 (2005).
[2] J.-P. Piquemal, G. A. Cisneros, P. Reinhardt, N. Gresh, and T. A. Darden, J. Chem. Phys.

124, 104101 (2006).
[3] P. S. Bagus, K. Hermann, and C. W. Bauschlicher Jr., J. Chem. Phys. 80, 4378 (1984).
[4] G. A. Cisneros, J.-P. Piquemal, and T. A. Darden, J. Chem. Phys. 125, 184101 (2006).
[5] G. A. Cisneros, J.-P. Piquemal, and T. A. Darden, J. Phys. Chem. B 110, 13682 (2006).
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A Quantum Mechanical Description

of the Laws of Relativity

Erkki  J. Brändas
Department of Quantum Chemistry, Uppsala University, Uppsala,

Sweden

We have examined the old purported dilemma of quantum mechanics
versus the theory of relativity1,2. By proposing a first principles, relativistically
invariant theory, via an analytic extension of quantum mechanics into the
complex plane we offer a model that (i) include features such as time- and
length-scale contractions3 and (ii) suggest incorporation of gravitational
interactions2, (iii) the Einstein general relativistic law of light deflection2 and
(iv) the compatibility with the Schwarzschild metric in a spherically
symmetric static vacuum1. The present viewpoint asks for a new
perspective on the age-old problem of quantum mechanics versus the
theory of relativity as the relation with the Klein-Gordon-Dirac relativistic
theory confirms some dynamical features of both the special and the
general relativity theory.

1 E. Brändas, Are Einstein’s Laws of Relativity a Quantum Effect? in Frontiers
in Quantum Systems in Chemistry and Physics, eds. by J. Maruani et. al,
Kluwer Academic Publishers, Vol. 18, (in press) 2008.
2 E. Brändas, Quantum Mechanics and the Special- and General Theory
of Relativity, Adv. Quant. Chem. 54, (2008) 115-132.
3 E. Brändas, Some Theoretical Problems in Chemistry and Physics.
Int. J. Quant. Chem. 106, (2006) 2836-2839.
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EROS: Extended Recursion in Operators Space as a New Impurity 
Solver for Dynamical Mean Field Theory 

Jean-Pierre Julien a,b, and Robert C. Albers a
a LANL, Theoretical Division T-11, Los Alamos  NM 87545, USA
b Universite J. Fourier and CNRS Institut Neel, BP166, 38042 Grenoble, France

We suggest a new impurity solver for the DMFT based on a recursion process in an 
operators space, the so-called Liouville space. It is applicable at zero temperature 
limit. The Green function and the self-energy are developed as continued fractions 
where the coefficients are energy-independent and determined step by step. This 
approach, in its first levels, enables to recover known approximations (Hubbard I, 
Hubbard III) and is extendable further systematically to any level of accuracy, 
retrieving for example, the features of Fermi liquid behaviour with the 3 peaks 
characteristics.



61

Session Th-T1

Thursday, July 10, 2008    08:15-10:00
A169 Henry Center

Session Chair: Josef Paldus
Department of Applied Mathematics, University of Waterloo

Th-T1-1  08:15-08:50 Some Recent Developments in Quantum Monte Carlo

William A. Lester, Jr. 
Kenneth S. Pitzer Center for Theoretical Chemistry, Department of Chemistry 

University of California at Berkeley, Berkeley, CA 94720-1460, USA and 
Chemical Sciences Division, Lawrence Berkeley National Laboratory,  

Berkeley, CA 94720, USA

Th-T1-2  08:50-09:25 Ab-Initio Density Matrix Renormalization Group and Tensor 
Network Wavefunctions

Garnet K.-L. Chan
Department of Chemistry and Chemical Biology Cornell University,  

Ithaca NY, 14853-1301, USA

Th-T1-3  09:25-10:00 Two-Electron Reduced-Density-Matrix Methods

David A. Mazziotti
Department of Chemistry and The James Franck Institute The University of 

Chicago, Chicago, IL 60637, USA



62

Th-T1-1

Some Recent Developments in Quantum Monte Carlo 
 

William A. Lester, Jr. 
Kenneth S. Pitzer Center for Theoretical Chemistry, Department of Chemistry 

University of California at Berkeley, Berkeley, CA 94720-1460, USA 
and 

Chemical Sciences Division, Lawrence Berkeley National Laboratory 
Berkeley, CA 94720, USA 

 
The quantum Monte Carlo method has become recognized for its capability of 
describing the electronic structure of atomic, molecular and condensed matter 
systems to high accuracy. This talk will focus on new developments connected 
with trial function construction and extension of the approach to a QM/MM 
(quantum mechanics/molecular mechanics) formulation for the inclusion of 
solvent.  This work was supported by the Director, Office of Science, Office of 
Basic Energy Sciences, Chemical Sciences Division of the U.S. Department of 
Energy under Contract No. DE-AC03-76SF00098, and by the CREST Program 
of the U. S. National Science Foundation. The calculations were carried out at 
the U. S. National Energy Research Supercomputer Center (NERSC). 
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Ab-initio Density Matrix Renormalization Group and Tensor 
Network wavefunctions

Garnet Kin-Lic Chan
Department of Chemistry and Chemical Biology 

Cornell University, Ithaca NY14853-1301 

In recent years, the Density Matrix Renormalization Group has opened 
up the ab-initio simulation of complex multireference quantum chemical problems 
involving very large numbers of active electrons. I will give examples 
from our recent work that demonstrate the power of the method in 
studies on light-harvesting pigments, conjugated polymers, and 
prototype metal-insulator transitions. 

From a quantum chemical perspective, the density matrix 
renormalization group is based on a new class of wavefunctions with an 
intriguing structure. These wavefunctions form part of a much wider 
set of so-called "tensor networks" which appear to correctly describe 
the qualitative correlations in many strongly interacting problems. I will 
discuss these and other developments at the end of my talk. 
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Two-electron Reduced-Density-Matrix Methods 
 

David A. Mazziotti 
Department of Chemistry and The James Franck Institute 

The University of Chicago, Chicago, IL 60637 USA 
 
The ground-state energy of an atom or molecule as well as all of its one- and 
two-electron properties can be computed from the ground-state two-electron 
reduced density matrix (2-RDM).1  While the significance of the 2-RDM was 
recognized in the mid-1950s, a direct calculation of the 2-RDM without the wave 
function was impeded for many years by the need to constrain the 2-RDM to 
derive from an N-electron wave function.  These constraints became known as 
N-representability conditions.  Two general approaches to the direct calculation 
of the 2-RDM for many-electron atoms and molecules have recently emerged: (i) 
the variational calculation of the 2-RDM subject to N-representability constraints 
known as positivity conditions,2 and (ii) the non-variational calculation of the 2-
RDM from solving the anti-Hermitian contracted Schrödinger equation.3  These 
two approaches will be discussed with special emphasis on the most recent 
advances in the variational 2-RDM method.4 

 

1Two-electron Reduced-Density-Matrix Mechanics with Application to Many electron 
Atoms and Molecules, edited by D. A. Mazziotti, Advances in Chemical Physics Vol. 134 
(John Wiley and Sons, New York, 2007). 
 

2 D. A. Mazziotti, Phys. Rev. Lett. 93, 213001 (2004); Z. Zhao, B. J. Braams, H. Fukuda, 
M. L. Overton, and J. K. Percus, J. Chem. Phys. 120, 2095 (2004); E. Cances, G. Stoltz, 
and M. Lewin, J. Chem. Phys. 125, 064101 (2006); D. A. Mazziotti, Acc. Chem. Res. 39, 
207 (2006); D. A. Mazziotti, Phys. Rev. A 74, 032501 (2006); G. Gidofalvi and D. A. 
Mazziotti, J. Chem. Phys. 126, 024105 (2007). 
 
3 D. A. Mazziotti, Phys. Rev. Lett. 97, 143002 (2006); D. A. Mazziotti, Phys. Rev. A 75, 
022505 (2007); 76, 052502 (2007); D. A. Mazziotti, J. Chem. Phys. 126, 184101 (2007); 
C. Valdemoro, L. M. Tel, D. R. Alcoba, and E. Perez-Romero, Theor. Chem. Acc.118, 
503509 (2007); D. A. Mazziotti, J. Phys. Chem. A 111, 12635 (2007). 
 
4 A. E. DePrince and D. A. Mazziotti, Phys. Rev. A. 76, 049903 (2007); A. E. DePrince 
and D. A. Mazziotti, J. Chem. Phys. (in press); G. Gidofalvi and D. A. Mazziotti, J. Chem. 
Phys. 127, 244105 (2007); G. Gidofalvi and D. A. Mazziotti (in preparation). 
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Some Recent Progress in the General Method of Solving the 
Schrödinger Equation and 

in the SAC/SAC-CI Methodology 

Hiroshi Nakatsuji 
Quantum Chemistry Research Institute, Kyodai Katsura Venture Plaza 106,

Goryo Oohara 1-36, Nishikyo-ku, Kyoto 615-8245, Japan 
h.nakatsuji@qcri.or.jp

In St. Petersburg and in London, I have explained the progress in the general 
method of solving the Schrödinger equation (SE) of atoms and molecules and in the 
SAC/SAC-CI methodology. Here again, I report our recent progress in these subjects.  
The free ICI method for solving the SE is very stable and rapidly converging and so 
have been applied to various subjects [1-12]. For example, in the non-relativistic limit, 
the excitation energies of helium atom were calculated very accurately and 
reproduced the experimental values up to five digits, showing the accurate predictive 
power of the SE. To develop such predictive quantum theory, we have introduced the 
local SE method that does not necessitate the analytical integrations over the 
complement functions. Some recent progress will be explained.  

The SAC/SAC-CI method is a useful established electron-correlation theory for 
studying ground, excited, ionized and electron attached states of molecules: from 
singlet to septet ground and excited states and applicable to large and even giant 
molecular systems [13]. Some recent applications of the SAC-CI method involve the 
photo-biological processes in human vision retinal proteins [14-17], the origin of 
circular dichroism in DNA etc [18]. We have also studied the mechanism of the 
photo-induced phase transition [19].
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The Resolution of the Identity (RI) is widely used in many-body algorithms.  It expresses 
the completeness of a set of functions fi(r) that satisfy the orthonormality condition 
 

! 

f i f j  =  "ij  
 
and, if we adopt the summation convention, it can be expressed concisely as 
 

! 

fi f i  "  I 
 
where I is the identity operator.  In the first part of my lecture, I will discuss functions 
that satisfy the Coulomb-orthonormality condition 
 

! 

f i r
12

"1
f j  =  #ij  

 
and which yield the Resolution of the Coulomb Operator1 

 

! 

"i "i  #  r
12

$1 
 
Such resolutions are potentially useful in a range of post-Hartree-Fock methods. 
 
 
The Poisson Equation 
 

! 

"2
V  =  # 4$ %  

 
relates a charge density !(r) to its Coulomb potential V(r).  In the second part of my 
lecture, I will discuss the Generalized Poisson Equation2 
 

! 

V
S

 =  4"# (i$)%  
 
that relates !(r) to its short-range Coulomb potential VS(r).  This generalization should 
be useful within the new generation of quantum chemistry methods that treat the short- 
and long-range parts of the Coulomb operator separately. 
 
 
1 S.A. Varganov, A.T.B. Gilbert, E. Deplazes, P.M.W. Gill, J. Chem. Phys. 128, 201104 (2008) 
2 S.A. Varganov, A.T.B. Gilbert, P.M.W. Gill, J. Chem. Phys. 128, (2008) in press 
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NON-BORN-OPPENHEIMER TREATMENT OF HOOKEAN THREE- AND

FOUR-PARTICLE SYSTEMS

Xabier Lopez1, J.M. Ugalde1, L. Echevarria2, and Eduardo V. Ludeña3

1Donostia International Physics Center (DIPC) and Kimika Fakultatea, Euskal
Herriko Unibertsitatea, Posta Kutxa 1072, 20080 Donostia, Euskadi, Spain

2Departamento de Qúımica, Universidad Simón Boĺıvar, Sartenejas, Venezuela
3Centro de Qúımica, Instituto Venezolano de Investigaciones Cient́ıficas, IVIC,

Apartado 21827, Caracas 1020-A, Venezuela

ABSTRACT

The Hookean model systems under consideration are formed by three and four charged
particles with arbitrary masses where the interaction between particles with the same charge
is Coulombic and that between particles with different charges is harmonic.

We obtain exact non-Born-Oppenheimer solutions for the Hookean model of dipositronium
(a four-particle system formed by two electrons and two protons) and for the family of
systems formed by two positive and two negative particles all with the same mass M . In
particular, for all these systems, we discuss the effect of symmetry on the wavefunction
(spatial, spin, and charge and parity exchange) as well as the relationship between mass and
the type of correlation function (between particles with the same charge) appearing in the
exact solution.

Based on these exact non-Born-Oppenheimer solutions, we also examine the problem of
the definition of molecular structure, which in the Born-Oppenheimer treatments is given in
terms of the topological characteristics of the one-particle density. We show for these systems
that there is not a unique definition of the one-particle density on account of the arbitrary
choice of the origin of coordinates. Under different choices we explore the emergence of
molecular structure.

Finally, we consider these Hookeans model systems in the presence of external magnetic
fields as feasible models for single and double quantum dots. In this context we examine the
effect of the dot radius and the external magnetic field on the correlation between particles
with the same charge and in particular we analyze the phenomenon of particle localization
leading to the arisal of Wigner-type molecules.
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











        
      
            
          
          
     
          

       

   

           
   


        
  
           
         
   

           

        


            

            
          




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       Restoring the Gradient Expansion for Exchange in 
        a Generalized Gradient Approximation for Solids,

     Surfaces, and Organic Molecules 

John P. Perdew a , A. Ruzsinszky , G.I. Csonka b , L.A. Constantin , X. Zhou ,
O.A. Vydrov , G.E. Scuseria , K. Burke , and S. Grimme

a ,a a

c c d e

a Department  of Physics and Quantum Theory Group, Tulane University, New 
Orleans, LA 70118 USA 
b Department of Chemistry, Budapest University of Technology and Economics, 
H-1521 Budapest, Hungary 

Department of Chemistry, Rice University, Houston, TX 77005 USA c

d Department of Chemistry, University of California, Irvine, CA 92697 USA
e Theoretical Organic Chemistry,  Chemistry Institute, University of Muenster, 
Muenster, Germany 

Standard generalized gradient approximations (GGA’s) like PBE or B88 are 
biased by construction toward an accurate description of atoms, which requires 
a gradient coefficient for exchange that is about twice the one derived for slowly- 
varying electron densities.  Restoration of the gradient expansion for exchange, 
while worsening atomic total energies and atomization energies, greatly improves 
the description of condensed phases including bulk solids, planar surfaces of 
solids, and certain large organic molecules.  In particular: (1) The lattice 
constants of solids, which are about 1% too short in the local spin density (LSD) 
approximation and 1% too long in the PBE GGA, are about right in the new 
“PBEsol” GGA [1].  (2) Jellium surface exchange and exchange-correlation 
energies, that are too low in standard GGA’s, are about right in PBEsol [2].  (3) 
Isodesmic stabilization energies of n-alkanes, isomerization energies of 
hydrocarbons, and geometries of sterically overcrowded aromatic systems, for 
which standard GGA’s often fail, are often improved by the PBEsol GGA.  Solids 
share with many organic molecules a rather dense packing of singly- (or 
metallically) bonded atoms. 

[1] J.P. Perdew, A. Ruzsinszky, G.I. Csonka, O.A. Vydrov, G.E. Scuseria, L.A. 
Constantin, X. Zhou, and K. Burke, Phys. Rev. Lett. 100, 136406 (2008). 
[2] G.I. Csonka, A. Ruzsinszky, J.P. Perdew, and S. Grimme, J. Chem. Theory Comput. 
(to appear). 
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Exact and Approximate Optimized Effective Potentials

Viktor N. Staroverov
Department of Chemistry, The University of Western Ontario,

London, Ontario N6A 5B7, Canada

The Kohn–Sham potential associated with the exact-exchange functional is difficult to obtain to
high accuracy by solving the optimized effective potential (OEP) equation, so it is often modeled
approximately. We emphasize that a poor approximation to the exact OEP may yield a deceptively
accurate energy via the conventional exact-exchange energy functional, and that a more stringent
quality test should include comparison of this energy with the value obtained by the Levy–Perdew
virial relation. Recently we reported1 significant discrepancies between conventional and virial
energies for various model exact-exchange potentials including the Slater, Becke–Johnson,2 and
common energy denominator-type approximations. This talk will focus on solutions of the OEP
equation obtained as expansions in finite auxiliary basis sets by the Yang–Wu method.3 We show
that virial energy discrepancies of these potentials vanish if the Kohn–Sham and auxiliary basis
sets are perfectly balanced but remain surprisingly small for defective and spurious OEPs obtained
with unbalanced bases (in fact, two orders of magnitude smaller than for seemingly reasonable
model exact-exchange potentials). We also show how the Levy–Perdew virial relation can be used
to obtain a perfectly smooth OEP for any given finite orbital basis.

1 A. P. Gaiduk and V. N. Staroverov, J. Chem. Phys. 128, 204101 (2008).
2 A. D. Becke and E. R. Johnson, J. Chem. Phys. 124, 221101 (2006).
3 W. Yang and Q. Wu, Phys. Rev. Lett. 89, 143002 (2002).
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Insight into Density Functional Theory 
 

Aron J. Cohen, Paula Mori-Sanchez and Weitao Yang 
Department of Chemistry, Duke University 

Durham, NC 27708, USA 
 
Density functional theory of electronic structure is widely and successfully applied in 
simulations throughout engineering and sciences. However, there are spectacular 
failures for many predicted properties, which can be traced to the delocalization error 
and static correlation error of commonly used approximations. These errors can be 
characterized and understood through the perspective of fractional charges and 
fractional spins introduced recently. Reducing these errors will open new frontiers for 
applications of density functional theory. 
 
References 
 
P. Mori-Sanchez, A. J. Cohen, and W. T. Yang, “Self-interaction-free exchange-correlation 
functional for thermochemistry and kinetics,” Journal of Chemical Physics, vol. 124, p. 091102, 
2006. 
 
P. Mori-Sanchez, A. J. Cohen, and W. T. Yang, “Many-electron self-interaction error in 
approximate density functionals,” Journal of Chemical Physics, vol. 125, p. 201102, 2006.  
 
A. J. Cohen,P. Mori-Sanchez, and W. T. Yang, “Development of exchange-correlation 
functionals with minimal many-electron self-interaction error,” Journal of Chemical Physics, vol. 
126, p.191109, 2007.  
 

A. J. Cohen, P. Mori-Sanchez, and W. T. Yang, “Fractional charge perspective on the band-gap 
in density-functional theory,” Physical Review B, vol. 77, p. 115123, 2008. 

 
P. Mori-Sanchez, A. J. Cohen, and W. T. Yang, “Localization and delocalization errors in density 
functional theory and implications for band-gap prediction,” Physical Review Letters, vol. 100, 
p. 146401, 2008 
 
A. J. Cohen, P. Mori-Sanchez, W. T. Yang, “Fractional spins and static correlation error in 
density functional theory”, Http://arXiv.org/abs/0805.1724. 
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Embedding a quantum chemical system in orbital-free
environment: exact theory and approximants for

practical applications.

Tomasz A. Wesolowski

Department of Physical Chemistry, University of Geneva, 30 quai Ernest-Ansermet, 1211 Geneva, Switzerland

Our work concerns electronic structure of molecules or other polyatomic systems which are
embedded in a condensed matter environment. To this end, we apply orbital-free embedding
strategy, in which a reference system of non-interacting electrons is used to obtain a selected
component of the total electron density [1]. Embedded orbitals obtained from one-electron
equations (Eqs. 20-21 in Ref. [1]) can be used to derive a range of properties including elec-
tronic excitation energies [2, 3].

In the first part, examples using one-electron equations for embedded orbitals implemented
to derive various properties of embedded molecules will be reviewed. They include: i) elec-
tronic excitation energies in molecular clusters used as models of hydrogen-transfer chains in
biological systems and ii) electronic excitations for dye molecules inside zeolite-L framework
used in the construction of artificial antennae systems.

In the second part, we address formal issues related to the applied formalism: i) construction
of such approximants to the orbital-free effective embedding potential which take into account
exact properties of this quantity [4] and ii) two formal theorems concerning generalization of the
orbital-free embedding strategy in which the orbital-free effective embedding potential is used
in combination with other than non-interacting electrons reference systems for the embedded
molecule such as: embedded wavefunction representing interacting electrons [5] or embedded
one-matrix [6].

[1] T. A. Wesołowski, A. Warshel, J. Phys. Chem., 97 (1993) 8050.
[2] M. Casida, T.A. Wesolowski, Int. J. Quantum Chem., 96 (2004) 577.
[3] T.A. Wesolowski, J. Am. Chem. Soc., 126, (2004) 11444.
[4] J.-M. Garcia Lastra, J. Kaminski, T.A. Wesolowski, (2008) in preparation
[5] T. A. Wesolowski, Phys. Rev. A, 77 (2008) 012504.
[6] K. Pernal, T.A. Wesolowski, (2008) in preparation
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Orbital-Corrected Orbital-Free Density Functional Theory 
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Yan Alexander Wang 
Department of Chemistry, University of British Columbia, Vancouver, BC V6T 1Z1, 

Canada
yawang@chem.ubc.ca


Density functional theory (DFT) has been firmly established as one of the most widely 
used first-principles quantum mechanical methods in many fields. Each of the two ways 
of solving the DFT problem, i.e., the traditional orbital-based Kohn-Sham (KS) and the 
orbital-free (OF) [1] schemes, has its own strengths and weaknesses. We have 
developed a new implementation of DFT, namely orbital-corrected OF-DFT (OO-DFT) 
[2], which coalesces the advantages and avoids the drawbacks of OF-DFT and KS-DFT 
and allows systems within different chemical bonding environment to be studied at a 
much lower cost than the traditional self-consistent KS-DFT method. For the cubic-
diamond Si and the face-centered-cubic Ag systems, OO-DFT accomplishes the 
accuracy comparable to fully self-consistent KS-DFT with at most two non-self-
consistent iterations [2] via accurately evaluating the total electronic energy before 
reaching the full self-consistency [2-5]. Furthermore, OO-DFT can achieve linear scaling 
by employing currently available linear-scaling KS-DFT algorithms and may provide a 
powerful tool to treat large systems of thousands of atoms within different chemical 
bonding environment much more efficiently than other currently available linear-scaling 
DFT methods. Our work also provides a new impetus to further improve OF-DFT 
method currently available in the literature. 

 “Orbital-Free Kinetic-Energy Density Functional Theory,” Y. A. Wang and E. A. Carter, in 

Theoretical Methods in Condensed Phase Chemistry, edited by S. D. Schwartz (Kluwer, 
Dordrecht, 2000), p. 117-184. 

 
 “Orbital-Corrected Orbital-Free Density Functional Theory,” B. Zhou and Y. A. Wang, J. 

Chem. Phys. 124, 081107 (2006). (Communication) 
 
 “An Accurate Total Energy Density Functional,” B. Zhou and Y. A. Wang, Int. J. Quantum 

Chem. 107, 2995-3000 (2007). 
 
 “Total Energy Evaluation in the Strutinsky Shell Correction Method,” B. Zhou and Y. A. 

Wang, J. Chem. Phys. 127, 064101 (2007). 
 
 “Accelerating the Convergence of the Total Energy Evaluation in Density Functional Theory 

Calculations,” B. Zhou and Y. A. Wang, J. Chem. Phys. 128, 084101 (2008). 


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a Department of Physics and Quantum Theory Group, Tulane University, New 
Orleans, Louisiana 70118 
bDepartment of Chemistry, Budapest University of Technology and Economics, H-
1521 Budapest, Hungary 
cDepartment of Chemistry, Rice University, Houston, Texas 77005 
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      Semi-local density functionals like the local spin density and generalized 
gradient approximations are known to overestimate [1, 2, 3, 4] the polarizabilities 
and especially the hyperpolarizabilities of long-chain molecules, the latter by as 
much as a factor of ten or more. These quantities are much better predicted by 
exact-exchange methods (Hartree-Fock or Optimized Effective Potential). When a 
static electric field is applied to a chain of atoms, charge transfer occurs along the 
backbone of the chain. This induced polarization is a non-local effect, and the 
local and semi-local approximations are not able to capture the non-locality in the 
potential, so they fail to provide the counteracting response field which reduces 
the polarizabilities. The source of this failure of the semi-local approaches for the 
electrical response is rooted in the self-interaction error inherent to the semi-local 
approximations. We show here that the semi-local functionals, after full [5] or 
scaled-down [6] Perdew-Zunger self-interaction correction, are about as good as 
the exact-exchange methods for these quantities.

The response coefficients of the hydrogen chains, unlike those of bulk solids, 
show a strong nonlinear dependence upon length or n. We propose a simple 
charge-transfer model [7] which explains this effect. This transfer is driven by the 
external electric field, and opposed by the chemical hardness of each H2 unit. 
Unlike the situation in a bulk solid, this charge transfer is not suppressed (or even 
much affected) by electrostatic interactions among the transferred charges for n  
7. Self-interaction-free approaches increase the chemical hardness of an H2 unit in 
comparison with semi-local density functionals, and so reduce the charge transfer. 
The physical picture behind the model is validated and its limitations are revealed 
by a population analysis of the charge density from selfconsistent electronic 
structure calculations. 

 
[1] A. Ruzsinszky, J. P. Perdew, G. I. Csonka, G. E. Scuseria, and O. A. Vydrov, Phys. 
Rev. A (R), in press. 
[2] S. J. A. van Gisbergen, P. R. T. Schipper, O. V. Gritsenko, E. J. Baerends, J. G.   
Snijders, B. Champagne, and B. Kirtman, Phys. Rev. Lett. 83, 694 (1999). 

   [3] S. Kümmel, L. Kronik, and J. P. Perdew, Phys. Rev. Lett. 93, 213002 (2004).
   [4] C. D. Pemmaraju, S. Sanvito, and K. Burke, Phys. Rev. B 77, 121204 (R) (2008).
   [5] J. P. Perdew and A. Zunger, Phys. Rev. B. 23, 5048 (1981).
   [6] O. A. Vydrov, G. E. Scuseria, A. Ruzsinszky, J. P. Perdew, and G. I. Csonka, J.                               

Chem.Phys. 124, 094108 (2006). 
   [7] A. Ruzsinszky, J. P. Perdew, and G. I. Csonka, in preparation.  
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Photo Induced Conical Intersections in Molecular Optical Lattices: 
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Conical intersections appear in the potential energy surfaces (PES) of molecules which 
consist of more than two atoms. For principal reasons, no conical intersections exist in 
the case of free diatomic molecules. We will show that diatomic molecules which 
interact with the standing laser waves produce periodic arrays of laser induced conical 
intersections, such that the rovibrational and the translational molecular motions are 
strongly coupled to each other. Similarly as for the usual conical intersections in field 
free polyatomic molecules, also the laser induced conical intersection introduces 
infinitely strong local non-adiabatic couplings between the involved nuclear degrees of 
freedom. An effect of the laser induced conical intersections on trapping of cold diatomic 
molecules by light will be discussed. 
 
Based on N. Moiseyev, M. Sindelka and L.S. Cederbaum, submitted for publication. 
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Development and application of Fock space multi-reference coupled-cluster (FSMRCC) 
method for high performance electronic structure, spectra and properties will be 
highlighted. We will present our recent formulation of analytic response of FSMRCC, 
which has facilitated the efficient computation of analytic energy derivatives using 
FSMRCC method. In particular, our applications to molecular electric properties will be 
highlighted. Recent computation of electronic excitation energies of model quantum 
dots using FSMRCC method as well as resonance and width of electron-molecule 
resonance will also be presented.                                                           
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Yasuteru Shigeta 
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Recent experimental advances offer new information across many different time 
scales of interest, ranging from submillisecond slow macroscopic structural transitions to 
subpicosecond electronic rearrangements, and femtosecond nonadiabatic dynamics. In 

order to describe these phenomena, one should adopt quantum mechanics, which cost 
too much.  In contrast to quantum dynamics, classical dynamics methods are routinely 
used to study complex chemical problems that can involve many thousands of particles, 

such as protein folding and docking.  In proteins, the Amino I modes are of such high 
frequency that the quantum effects cannot be neglected, even if the experiments are 
performed at room temperature.  Thus, quantum effects, such as zero point energy, 

tunneling, and resonance, are essential, and cannot be avoided. 
Rencently, we have developed a quantal cumulant dynamics (QCD) in order to treat 

large quantum systems with low costs 1-5.  The key ideas are that a coordinate shift 

operator acting on a potential operator is introduced and that a cumulant expansion 
technique is applied to evaluate the expectation value of the shift operator.  In the 
presentation, we derive the coupled equations of motion of coordinates, momenta, 

cumulants that consist of symmetric-ordered products of the coordinate and the 
momentum fluctuation operators.  We apply the methodology to describe quantum 
nature of structural transitions of Morse clusters.  We have evaluated a Lindemann 

index of small quantum clusters and observed quantum isotope effects on their melting 
behavior.  The quantum effects shallow the potential and elongate the equilibrium 
distance of the Morse potential.  These features result in increase of transition 

temperatures of freezing and melting toward those of classical ones.   

1 H. Miyachi, Y. Shigeta, and K. Hirao, Chem. Phys. Lett. 432, 582 (2006).  2 Y. Shigeta, H. 

Miyachi, and K. Hirao, J. Chem. Phys. 125, 244102 (2006).  3 Y. Shigeta, H. Miyachi, and K. 

Hirao, Chem. Phys. Lett. 443, 414 (2007).  4 Y. Shigeta, J. Chem. Phys. 128, 161103 (2008).  5 

Y. Shigeta, H. Miyachi, T. Matsui, K. Hirao, Bull. Chem. Soc. Jpn. in press. 
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Laser induced fluorescence studies on the alkali and many other atoms embedded in 
liquid helium yield substantial data for the spectral line shifts, line profiles and other 
spectroscopic properties. Pilot calculations have been performed using different ab-initio 
methods for interpreting the principal resonance line shifts and line profiles for alkali 
atoms in which the effect of the confinement due to surrounding liquid helium is 
appreciable. The effect of such confinement is to produce a cavity like structure of nano 
dimension around the central defect atom. Liquid helium environment has been 
simulated by using Monte Carlo technique. Time dependent density functional 
calculations (TDDFT) on such simulated structure have been performed to find the line 
shift and line profile of Na D line. Symmetry adopted cluster configuration interaction 
(SAC-CI) method has also been applied for estimating the line shift for the same 
transition in Na atom. In addition, relativistic density functional theory (RDFT) within 
local density approximation (LDA) has been applied to estimate the shift of the principal 
resonance lines of Na, Rb and Cs atoms embedded in suitably assigned He clusters. 
The estimated results are found to be in good agreement with existing data obtained 
from laser spectroscopic experiments and other theoretical methods.      
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A supersonic beam of helium nanodroplets (HeN = 104) is doped with alkali 
atoms, which are unique dopants as they remain on the droplet surface.  
Capture of multiple alkali atoms per cluster leads to molecular formation. 
The droplets can dissipate released binding energy very efficiently by 
evaporating He atoms and provide a cold environment (T=0.4 K).  Whereas 
the formation of strongly bound low-spin molecules  tends to destroy the 
droplet, the weakly bound high-spin van der Waals molecules (triplet 
dimers, quartet trimers) survive the formation process.  Experimentally we 
have identified, in the wavelength range 10500-17500 cm-1, a variety of 
electronic spectra of the homo- and hetereonuclear trimers K3, Rb3, K2Rb, 
KRb2 in their quartet states.  
To help the assignment we calculate the quartet manifolds of the first few 
electronic excitations for all these (bare) trimers with ab initio methods and 
provide their PES as functions of the normal modes Qs (breathing mode) 
and Qx (symmetric bending mode).  We find several regular patterns in the 
level structure, and rationalize them in terms of harmonic-oscillator states of 
the three valence electrons in a quantum-dot-like confining potential.1 
For the homonuclear trimers K3 and Rb3 we further compute the doublet 
manifolds of the first electronic excitations. A simplified description of these 
systems as single-electron excitations in a standard electron-droplet model  
provides a qualitative explanation for the electronic state structure of the 
low-spin alkali trimers.2  
 

1) J. Nagl, G. Auböck, A. W. Hauser, O. Allard, C. Callegari, and W. E. Ernst, Phys. Rev. 
Lett. 100, 63001 (2008) 

2) A. W. Hauser, C. Callegari, W. E. Ernst and Pavel Soldán, J. Chem Phys., submitted 
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Transition metal (TM) clusters are of great importance as models and  precursors 
of variety  of metallic aggregates: from small clusters, to larger nanostructures, 
and the bulk. Because of their complex electronic structure, related to intra- and 
inter-shell  electron-correlation  and relativistic effects, the clusters elude 
approximate approaches that neglect any of these factors, and present 
unprecedented challenge for quantum chemistry. We will discuss these issues 
starting from the perspective of TM-helium interactions that expose the  intricate 
anisotropy of TM  atoms in weak interactions, and helps to evaluate the 
usefulness of different ab initio methods. The metal-helium interactions are 
presently also of practical interest as helium is the buffer gas employed to cool 
candidates for Bose-Einstein condensates (BEC). Next, we will have a look into 
the realm of TM dimers with the emphasis on the spin-parallel forms that, again, 
are of importance in the quest for BEC, but also relevant in the context of spin-
polarized metallic state.  Finally, we will have a glance at atomic metal trimers 
and anomalous many-body interactions that render them unique, and particularly 
difficult objects to examine. 
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Noble metal nanoparticles are characterized by sharp peaks in their extinction 

spectra called surface plasmon resonances.  Experimentally and theoretically, clusters 
such as Ag20 have also been shown to exhibit sharp peaks in their absorption spectra.  
Time-dependent density functional theory has been employed to calculate the 
absorption spectrum for neutral and charged tetrahedral Agn (n = 10, 20, 35, 56, 84, 
120) clusters.  Orbital and shell fillings are important considerations in order to obtain 
sharp absorption spectra.  For silver tetrahedra, the peak location is found to 
extrapolate linearly with 1/L, where L is the length of a side of the tetrahedron, and with 
1/N3, where N is the number of electrons in the cluster.  This extrapolation agrees well 
with results from discrete dipole approximation calculations.  Silver nanorods also 
exhibit similar size dependence.  The wavelength of their absorption maxima 
extrapolates linearly with aspect ratio (e.g. length).  The nanorod orbitals and length 
dependence agree with a simple particle-in-a-box model.  Self-assembled arrays of 
silver tetrahedra and nanorods can potentially possess well-defined excitation energies.  
The TDDFT predicted red/blue shifts, oscillator strengths, and longitudinal/transverse 
characterizations in these arrays agree qualitatively with those for larger particles. 

Small (< 2 nm) gold nanoparticles display multiple peaks in their optical 
absorption spectra rather than the strong plasmon resonance peak of larger 
nanoparticles. This characteristic is likely due in part to the structure of these systems. 
Recent crystal structure determination of the Au102 and Au25 nanoparticles is currently 
enabling in-depth research into the properties and reactivity of these systems.  In this 
presentation, the level of theory required to accurately compute the core structure and 
optical absorption spectrum of the Au25 nanoparticle will be discussed.  Precise core 
geometries are required in order to obtain good predictions for the splitting between the 
first two spectral peaks.  The model potential used to compute the excitation spectrum 
is critical.  Solvent effects play a relatively minor role.  
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4HeN-ICl(X) Clusters: Size Evolution Arrangements  
and its Incidence on Photo-predissociation Rates 

  
G. Delgado-Barrio, M. P. de Lara-Castells, R. Prosmiti, D. López-Durán, and P. 

Villarreal 
Instituto de Física Fundamental (CSIC), Serrano 123, E-28006-Madrid, SPAIN 
 
Accurate CCSD(T) ab initio calculations on He-ICl(X) and further on  He2-ICl(X) [1] show 
that the surface can be described as the sum of N triatomic potentials plus the He-He 
interactions. This allows to study, by a Hartree approach [2], the cluster size evolution of 
different properties. The high degree of anisotropy is reflected in the helium angular 
distributions around ICl, depicted in figure on the left, for sizes N30. Since the method 
provides with wave-functions, we have simulated the infra-red spectra involving the 
vibrational excitation v=0-->1 of the dopant by dressing the stick lines with N-dependent 
Lorentzian functions. The stereo effect is evidenced through a model of Vibrational 
Predissociation in which the above mentioned distributions are used to average angular 
dependent VP widths for the trimer [3]. After extrapolation, the simulated IR absorption 
spectrum, shown in the figure on the right, exhibits only P and R branches with lack of Q 
branches, in agreement with the experiments on OCS molecules in 4He nano-droplets 
[4].   

           

 

 

 

 

[1] R. Prosmiti et al., JCP 117, 7017 (2002); A. Valdés et al., JCP 125, 014313 (2006). 

[2] M. P. de Lara-Castells et al., PRA 71, 033203 (2005); D. López-Durán et al., PRL 93, 
053401 (2004); Ibid JCP 121, 2975 (2004). 

[3]  M. P. de Lara-Castells et al., PRA 74, 053201 (2006); P. Villarreal et al., Phys. Scr. 76, C96 
(2007). 

[4] S. Grebenev et al.,  Science 279, 2083 (1998). 
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This work deals with theoretical studies of di- and tri-atomic molecular systems. 
Our calculations consist in an accurate investigation of the adiabatic potential energy 
functions (PEFs) of these systems in the electronic states correlating to the lowest 
dissociation limits, using a high level ab initio methods (CASCF, MRCI, CCSD(T)) with 
large basis sets. 
The study of these functions (minimas, saddle points, potential barriers, relative position 
of the electronic states, location of intersections, conical intersections...)  and additional 
calculations taking into account angular momentum couplings (like spin orbit 
couplings...) allow us to predict the stability, and the reactivity of the considered 
systems. 
For the lowest stable systems, the nuclear motion problem is then solved by 
perturbational and variational approaches and sets of spectroscopic data (spectroscopic 
constants, ro-vibrational levels, lifetimes, …) are calculated. 
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Université Pierre et Marie Curie,

11, rue Pierre et Marie Curie,

75231 Paris Cedex 05, France

The knowledge of Potential-Energy-Surfaces (PES) in chemical-physics is crucial to understand chemical reaction
paths, photo-dissociation or molecular dynamics phenomena. The determination of PES is in general difficult to
be achieved directly from standard spectroscopic measurements, requiring sophisticated ab-initio (Post-HF, QMC,..)
calculations. However, in some specific cases (dissociative core-excited states of chlorine molecules), the PES can be
extracted from experiments giving unique opportunity to compare theory/experiments.

A key point for exploration of core-excited PES from experimental x-ray measurements is high spectral resolution,
which is limited both by physical and instrumental factors. Continuous technical advances have improved the spectral
resolution of x-ray spectrometers [1, 2], leaving only two physical limitations as major factors, namely, lifetime and
vibrational broadening. However, the lifetime broadening is very large (<

∼
1 eV) for chlorine inner shells with binding

energies in the tender-hard x-ray region.
X-ray Raman scattering (RXRS) has an great advantage over standard x-ray absorption technique since it provides

lifetime-broadening removed resolution [3, 4]. Furthermore, vibrational broadening in Resonant x-ray Raman scat-
tering (RXRS) is quenched when PES involved in the process are parallel: (1) away from resonance if both ground
and final states potential surfaces are parallel; (2) on resonance if the core-excited and final states are parallel.
Based on theoretical approach using the concept of effective duration time of the x-ray scattering process, we will
describe how RXRS measurements in tender X-region [5] opens a new way of studying ultrafast nuclear dynamics
of core-excited polyatomic molecules. More specifically, we will show that RXRS can provide a tool to map PES of
HCl core-excited states [6]. We will also demonstrate that angular polarized RIXS analysis of the Kα X-ray Raman
scattering spectra [7] acts as a probe of molecular environment of small chlorine molecules (HCl and CF3Cl) through
the direct measurement of the 2px,y,z populations in spin-orbit component.

[1] J. Nordgren et al., Rev. Sci. Instrum. 60, 1690 (1989).
[2] S. Brennan et al., Rev. Sci. Instrum. 60, 2243 (1989).
[3] P. Eisenberger et al., Phys. Rev. Lett. 36, 623 (1976).
[4] S. Aksela et al., Phys. Rev. Lett. 74, 2917 (1995).
[5] M. Simon et al. Phys. Rev. A 73, 020706 (2006).
[6] S. Carniato et al., Chem. Phys. Lett., 439, 402 (2007).
[7] R. Guillemin et al., Submitted to Phys. Rev. Lett. (2008)



92

Session Fr-T4

Friday, July 11, 2008    16:10-18:30
A169 Henry Center

Session Chair: Garnet K.-L. Chan
Department of Chemistry and Chemical Biology, Cornell University

Fr-T4-1  16:10-16:45 Electronic and Vibrational Many-Body Methods for 
Molecules and Macromolecules

So Hirata
Quantum Theory Project, Departments of Chemistry and Physics, University of 

Florida, Gainesville, FL 32611-8435, USA

Fr-T4-2  16:45-17:20 Vibrational Coupled Cluster Theory

Peter Seidler, Ove Christiansen
The Lundbeck Foundation Center for Theoretical Chemistry and Center for 

Oxygen Microscopy and Imaging, Department of Chemistry, University of Århus, 
Denmark

Fr-T4-3  17:20-17:55 Dynamics and Infrared Spectroscopy of the Zundel Cation

Hans-Dieter Meyer, Oriol Vendrell
Theoretische Chemie, Physikalisch-Chemisches Institut, Universität Heidelberg, 

Im Neuenheimer Feld 229, 69120 Heidelberg, Germany

Fr-T4-4  17:55-18:30 Computer Experiments on Noble Gas Hydrides

Jan Lundell
Department of Chemistry, University of Jyväskylä, P.O.Box 35 (Survontie 9), 

FI-40014 University of Jyväskylä, Finland



93

Fr-T4-1

Electronic and Vibrational Many-Body Methods for Molecules and 
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(1) Hierarchical electronic and vibrational methods such as those based on coupled-
cluster and perturbation theories are not yet applicable to macromolecules of any 
chemical compositions. However, when particular classes of macromolecules such as 
periodic insulators and molecular crystals are considered, one can apply these methods 
by exploiting known characteristics of their wave functions. We introduce two such 
schemes: one allowing the anharmonic phonon frequencies of polymers to be computed 
by electronic and vibrational perturbation theories and the other predicting the structures 
and phonons of molecular crystals. 
 
(2) The bifluoride ion (FHF–) can be viewed as a vibrational analogue of the classic 
electronic Schrödinger problem for . We present the vibrational self-consistent field 
and configuration interaction predictions of the anharmonic vibrational frequencies, vi-
brationally averaged values of bond lengths and NMR indirect spin-spin coupling con-
stants, and zero-point binding energy, all of which agree excellently with the observed. 
We also examine the accuracy of the Born–Oppenheimer (BO) separation and diagonal 
BO corrections (DBOC) between light (hydrogen) and heavy (fluorine) nuclei motions by 
solving the vibrational Schrödinger equation on a cylindrical grid. It is shown that BO 
works remarkably well (and DBOC better) even when the mass ratio is only 10. 

+
2H
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Vibrational Coupled Cluster Theory

Peter Seidler and Ove Christiansen
The Lundbeck Foundation Center for Theoretical Chemistry and
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Department of Chemistry, University of Århus, Denmark

Within the Born-Oppenheimer approximation, the motion of the nuclei is determined by 
a potential energy surface (PES) set up by the electrons. Vibrational energy levels and 
vibrational  contributions  to  molecular  properties  can  be  obtained  by  solving  the 
Schrödinger equation for the nuclei moving in this PES.
Vibrational coupled cluster1,2 (VCC) theory is introduced as an alternative to the well-
known vibrational configuration interaction (VCI) method. To obtain excitation energies, 
response theory has furthermore been applied3.  At an abstract level, the VCC method 
resembles  the  familiar  coupled  cluster  method  of  electronic  structure  theory. In  the 
details however, the working equations are very different due to the distinguishability of 
the vibrational degrees of freedom.
An algorithm capable of handling arbitrary excitation spaces for both VCC and VCI has 
been constructed. So far, VCC has proven to be significantly more accurate than VCI for 
identical excitation spaces. However, the exponential parameterization in VCC theory is 
considerably  more  complicated  to  handle  computationally  than  the  linear  VCI 
parameterization.  Therefore,  current  research  is  directed  at  developing  efficient 
algorithms to  make VCC competitive with VCI in  terms of  CPU time.  Presently, an 
efficient  algorithm  for  the  case  of  two-mode  Hamiltonians  and  two-mode  excitation 
spaces has been constructed that scales with the number of modes to the third power 
for  both VCI an VCC. This  algorithm has been used to calculate  ground state and 
excitation energies for model systems with up to 264 coupled modes4.

1 O. Christiansen, J. Chem. Phys., 120, 2140 (2004)
2 O. Christiansen, J. Chem. Phys., 120, 2149 (2004)
3 P. Seidler and O. Christiansen, J. Chem. Phys., 126, 204101 (2007)
4 P. Seidler, M. B. Hansen and O. Christiansen, J. Chem. Phys., 128, 154113 (2008)
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Accurate infrared (IR) spectroscopy of protonated water clusters prepared in the gas phase has
become possible in recent years [1,2], opening the door to a deeper understanding of the prop-
erties of aqueous systems and the hydrated proton, which are of main interest in central areas of
chemistry and biology.
In this presentation we discuss a full (15D) quantum simulation of the infrared absorption spec-
trum and dynamics of the protonated water dimer (H5O+

2 ) — also known as Zundel cation — by
the multiconfiguration time-dependent Hartree (MCTDH) [3] method. The main features of the
IR spectrum are explained and assigned. In particular a complicated doublet structure at about
1000 cm−1, which was not understood, is explained as a Fermi-resonance structure involving the
proton transfer motion and wagging motion (water pyramidalization). Also the couplings of var-
ious fundamental motions which shape the spectrum between 800 and 2000 cm−1 are explained
and their spectral lines are assigned [4,5].
A picture of the cation arises in which the central proton motion determines the dynamics of
various other modes, mostly water bending and water pyramidalization, and controls the switch
between H3O+- and H2O-like structures.
From a methods perspective, we show that a full quantum-dynamical description of such a com-
plex molecular system can still be achieved, providing explicative and predictive power and a
very good agreement with available experimental data. To account for the interatomic potential
and the interaction with the radiation we make use of the potential energy surface and dipole-
moment surfaces recently developed by Bowman and collaborators, which constitute the most
accurate ab initio surfaces available to date for this system [6].

[1] N.I. Hammer, E.G. Diken, J.R. Roscioli, M.A. Johnson, E.M. Myshakin, K.D. Jordan,
A.B. McCoy, J.M. Bowman, S. Carter, J. Chem. Phys. 122, 244301 (2005).

[2] J.M. Headrick, E.G. Diken, R.S. Walters, N.I. Hammer, R.A. Christie, J. Cui,
E.M. Myshakin, M.A. Duncan, M.A. Johnson, K.D. Jordan, Science 308, 1765, (2005)

[3] M. H. Beck, A. Jäckle, G. A. Worth, and H.-D. Meyer, Phys. Rep 324, 1 (2000).
[4] O.V., F. Gatti, H.-D. Meyer, Ange. Chem. Int. Ed., 46, 6918, (2007)
[5] O.V., F. Gatti, H.-D. Meyer, J. Chem. Phys., 127, 184303, (2007)
[6] X. Huang, B.J. Braams, J.M. Bowman, J. Chem. Phys. 122, 044308 (2005).
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The electronic structure of noble gas atoms in their ground state is extremely stable, 
causing the unique chemical inertness of these elements. However, over the years 
many noble-gas-containing molecules have been prepared. One recent development 
sparking a renaissance in the chemistry of noble gases has been the preparation and 
spectroscopic characterisation of noble gas hydrides of the form HNgY (where Y is an 
electronegative fragment).1-3

In general, the HNgY molecules are easily detected by IR spectroscopy due to their 
extremely intense Ng–H stretching absorptions, and the position of the stretching band 
is very characteristic for each Y. In addition to the Ng–H absorption bands, other 
vibrational transitions like combinations, overtones, and fundamental bands 
characteristic of the Y residue in the HNgY molecules have been observed. The rich 
spectral data available from the experiments indicate that the HNgY molecules are 
rather anharmonic in nature.

Computational predictions of the vibrational spectra of HNgY have always played an 
important role in the experimental search and identification of these compounds. 
Moreover, anharmonic vibrational calculations of HNgY molecules are equally important 
both because of their usefulness for experimental identification of these molecules, and 
because of their relevance to dynamic processes in these systems. 

In this presentation, the current status of research on noble gas hydrides is summoned. 
Furthermore, results of computer experiments are presented, which indicate that the 
currently experimentally verified family of neutral noble gas hydrides could be much 
larger and much more diverse than found up-to-now. 

1 M. Pettersson, J. Lundell and M. Räsänen, Eur. J. Inorg. Chem. 729 (1999).
2 L. Khriachtchev, M. Pettersson, N. Runeberg, J. Lundell and M. Räsänen, Nature  406, 874 
(2000).
3 M. Pettersson, L. Khriachtchev, J. Lundell and M. Räsänen, in Inorganic Chemistry in Focus II,
edited by G. Meyer, D. Naumann and L. Wesemann, Wiley-VCH, 2005, pp. 15-34. 
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Excitations in high-symmetry systems lead to several different excited states which possess the 
same excitation nature between degenerate orbitals. For example, excitations between degenerate 
HOMOs and LUMOs in (B12H12)2-, which are both 
fourfold in Ih point group, i.e., gu and gg symmetries, 
respectively, give five singlet excited states such as 
Au, T1u, T2u, Gu, and Hu. This is mathematically 
derived by the reduction of the direct product: 

Gu Gg = Au + T1u + T2u + Gu + Hu

Accurate methodologies such as SAC-CI and TDDFT have been applied to obtain the excited states in 
various molecules with degenerate -bonding orbitals: {D h: N2, P2, As2, C2H2; C v: CO, CS, CSe, SiO, 
GeO; Ih: C60, (B12H12)2-; Oh: MoF6, Mo(CO)6; Td: CrO4

2-, MoO4
2-, MnO4

-, TcO4
-, RuO4, OsO4}. We 

have discovered the following general rules for the energy orderings and splittings in these excited 
states having the same excitation nature: 

(i) The highest transition is dipole-allowed. 
(ii) The energy splitting between the highest state and the others is largest.  

A frozen-orbital analysis (FZOA), which 
corresponds to the CIS within the minimal 
active space, could rationalize the energy 
orderings and splittings. The excitation 
energies in FZOA are decomposed into three 
terms: E = A + B + C. The explicit formula 
in case of the HOMO-LUMO transitions in 
(B12H12)2- are given in Table I. The schematic 
picture of the excitation-energy splittings are 
illustrated in Fig. 2.  

[1] H. Nakai, H. Morita, H. Nakatsuji, J. Phys. Chem., 100 (39), 15753 (1996). 
[2] H. Morita, H. Nakai, H. Hanada, H. Nakatsuji, Mol. Phys., 92 (3), 523 (1997). 
[3] H. Nakai, H. Morita, P. Tomasello, and H. Nakatsuji, J. Phys. Chem. A, 102 (11), 2033 (1998). 
[4] T. Baba, Y. Imamura, M. Okamoto, H. Nakai, Chem. Lett., 37 (3), 322 (2008). 

Table I. FZOA energy components of HOMO LUMO excitation energies for (B12H12)2-

State A B C 
Au a– i 1/4(–Jia+2Kia)+3/4(–Jjb+2Kjb) 3/2{–(ij|ab)+2(ia|bj)}+3/2{–(jk|cb)+2(jc|bk)}
T1u a– i 1/2(–Jib+2Kib)+1/2(–Jkd+2Kkd) 1/2{–(ij|ab)+2(ib|aj)}+1/2{–(jk|cb)+2(jb|ck)}+{–(ik|db)+2(ib|dk)}+{–(jk|da)+2(ja|dk)}
T2u a– i 1/2(–Jib+2Kib)+1/2(–Jkd+2Kkd) 1/2{–(ij|ab)+2(ib|aj)}+1/2{–(jk|cb)+2(jb|ck)}–{–(ik|db)+2(ib|dk)}–{–(jk|da)+2(ja|dk)}
Gu a– i 3/4(–Jia+2Kia)+1/4(–Jjb+2Kjb) –3/2{–(ij|ab)+2(ia|bj)}+1/2{–(jk|cb)+2(jc|bk)}
Hu a– i (–Jjb+2Kjb) {–(jk|cb)+2(jc|bk)} 
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Fig. 1. Structure and molecular orbitals of B12H12 .2-
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We have investigated wide varieties of “excited-state chemistry” and established 
“theoretical fine spectroscopy” with the SAC-CI method.1 In this talk, we present our 
recent challenges to photochemistry of biological chemosensor, organic light-emitting 
diodes, and inner-shell electronic processes. 
Fluorescent artificial chemosensor has been intensively developed, since it enables the 
directly and real-time measurements of the enzyme activities. Recently, a novel 
molecular fluorescent probe which can selectively recognize the phosphoprotein has 
been developed.2 This fluorescent artificial chemosensor shows drastic fluorescence 
change in the presence of Zn2+ ion in solution. We have studied the photochemistry of 
this fluorescent probe and the photoinduced electron transfer mechanism. 
Organic light emitting diode (OLED) is one of the promising candidates for the next 
generation electro-optical devices such as panel display. It is important to predict the 
photo-physical properties of OLED theoretically for the molecular design. We studied the 
absorption spectra, emission spectra, and excited-state geometry of some OLED 
molecules like polyphenylenevinylene, fluorene-thiophene, and Ir complexes.3 
Developments of high-resolution x-ray photoelectron spectroscopy and accurate 
theoretical methods have allowed precise knowledge and assignments of the inner-shell 
electronic processes. Recently, we have investigated the various kinds of core-electronic 
processes like core-electron binding energy, inner-shell satellite spectra with vibrational 
progression, and valence-Rydberg coupling and its thermal effect.4 We present here the 
summary of our recent works on core-electronic processes. 
 
1 H. Nakatsuji, Chem. Phys. Lett. 59, 362 (1978); ibid. 67, 329, 334 (1979); H. Nakatsuji, in 
Computational Chemistry, Review of Current Trends, (World Scientific, Singapore, 1997); M. 
Ehara, J. Hasegawa, H. Nakatsuji, SAC-CI Method Applied to Molecular Spectroscopy, in Theory 
and Applications of Computational Chemistry: The First 40 Years, A Volume of Technical and 
Historical Perspectives. (Elsevier, 2005). 
2 A. Ojida, I. Hamachi, Bull. Chem. Soc. Jpn., 79, 35 (2006). 
3 B. Saha, M. Ehara, H. Nakatsuji, J. Phys. Chem. A 111, 5473 (2007); P. Poolmee, M. Ehara, S. 
Hannongbua, H. Nakatsuji, Polymer, 46, 6474 (2005). 
4 M. Ehara, H. Nakatsuji, M. Matsumoto, T. Hatamoto, X.-J. Liu, T. Lischke, G. Pruemper, T. 
Tanaka,C. Makochekanwa, M. Hoshino, H. Tanaka, J. R. Harries, Y. Tamenori, K. Ueda, J. Chem. 
Phys. 124, 124311 (2006); T. Tanaka, M. Hoshino, H. Kato, M. Ehara, N. Yamada, R. Fukuda, H. 
Nakatsuji, Y. Tamenori, J.R. Harries, G. Prümper, H. Tanaka, K. Ueda, Phys. Rev. A, 77, 012709 
(2008). 
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To study electron dynamics in large-scale highly excited systems, we have 
developed eFF, a molecular dynamics model which includes electrons. In 
eFF, electrons are represented by Gaussian wave packets whose size and 
position vary with time, and the nuclei are represented by point charges. The 
particles interact via an effective potential which is so simple that forces 
acting between thousands of nuclei and electrons can be computed in less 
than a second on a modern processor. Using eFF, we explore the 
thermodynamics of warm dense hydrogen [1], and find excellent agreement 
with path integral methods and diamond anvil and shock compression 
experiments over a temperature range of 0 to 100,000 K and densities up to 1 
g/cm3. We also simulate the Auger process (Figure 1) in a diamond 
nanoparticle (C196H112), and discover direct and indirect pathways for the 
desorption of atomic fragments from the surface, in agreement with recent 
experiments. 

Figure 1. Auger process in adamantane.  After a core electron is ionized from 
a tertiary carbon at time zero, a valence electron fills the core, another valence 
electron is ejected, and the molecule fragments over tens of femtoseconds. 

[1] J. T. Su and W. A. Goddard III, Phys. Rev. Lett. 2007, 99, 185003. 
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Péter R. Surján and Péter Szakács
Eötvös University, Laboratory of Theoretical Chemistry, H-1518 Budapest, P.O.Box 32, Hungary

Debashis Mukherjee and Sanghamitra Das
Indian Association for the Cultivation of Science, Kolkata 700032, India

The Feshbach effective Hamiltonian in Löwdin’s partitioning technique is energy dependent, thus
it is not suitable to set up a model for several energy levels. Turning to the energy-independent
matrix partitioning scheme, we show how it emerges from the non-perturbative form of the nonlinear
Bloch equation for the wave operator. For non-planar but partly conjugated chemical systems such
as fullerenes or nanotubes this theory can be used to derive effective π-electron models from ab
initio or all-valence Hamiltonians, ensuring the exactness of selected energies levels at around the
Fermi level. The techique is used to explain the observed metallic band structure of nanotubes with
small diameter, e.g., the (5,0) tube, which was expected to be an insulator by naive arguments.
The analysis shows that the increased curvature of the conjugated surface enhances second neighbor
hopping interactions which are directly responsible for the unexpected electronic structure of these
systems.
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I will briefly describe how we generalize the treatment of the electronic magnetization in 
density functional calculations to the case where the magnetization vector can vary in 
any direction in space and suggest how this can be employed to extract magnetic 
parameters, in particular magnetic exchange couplings, from the calculations. The 
advantage of this approach is twofold: It provides a physically motivated picture of the 
transition from a low-spin to a high-spin state, and it opens the possibility of using 
perturbation theory for the evaluation of magnetic exchange couplings. The later 
simplifies the way magnetic exchange couplings are predicted using first-principles, 
avoiding the non-trivial search for different spin-states that needs to be carried out with 
present methods. I will show proof-of-concept calculations in small systems such as the 
H-He-H-He-H chain and Cr2, where the results can be intuitively rationalized. 
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     The Kohn-Sham potential determines the self-consistent-field molecular 
orbitals, and the changes in that potential determine the perturbed orbitals in 
density-functional theory. In analytic density-functional theory (ADFT) that 
potential is expanded in an analytic basis set that is roughly as large as the 
orbital basis set—order N.  The fitted Kohn-Sham potential is called the Sambe 
and Felton (SF) potential.  This changes the focus of perturbation theory from the 
set of order-N2 particle-hole excitations to the order-N change in the SF potential, 
which is developed through third order, based on earlier studies of variational 
fitting in perturbation theory.1  The role of degeneracy, specifically of electronic 
configurations of the methoxy radical, in the decomposition and ultimately the 
hypervelocity chemistry of pentaerythritol tetranitrate (PETN) is illustrated.  The 
role of the corresponding fractional occupation numbers in perturbation theory is 
given by the commutator of the Fock and density matrices.  There are no 
distinctions between occupied, virtual, or Fermi-level electrons in the theory; thus 
there are no phases in the theory.  The quality of the SF basis and the accuracy 
of derivatives are not related. 
      The Office of Naval Research, directly and through the Naval Research 
Laboratory, supported this work. IVS thanks the National Research Council and 
Naval Research Laboratory for a Postdoctoral Associateship. 

[1] B. I. Dunlap, Phys. Rev. A 76, 062512 (2007). 
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Measuring the complexity of a general system is an important area of contemporary 
research which has roots in Information and Bayesian theories. Up to the present date, 
different definitions of the complexity have been proposed. Some of the most relevant 
ones are composed of two factors, associated to the concepts of localization and 
delocalization, which define the so-called informational planes. This this case, for 
instance, of the López-Ruiz, Mancini and Calbet complexity1, built up in terms of 
Shannon entropy and disequilibrium. More recently, Fisher information has been shown 
to play a relevant role for quantifying complexity, as also occurs with variance, by 
defining the Fisher-Shannon2 and Cramer-Rao3 information planes and the associated 
complexity measures. It is natural to wonder about the advantages of considering each 
of the aforementioned complexities, attending to the kind of systems or processes we 
are dealing with. In the present work, a deep study of those complexity measures and 
their constituents is carried out for a great variety of many-electron systems, by means 
of their one-particle distributions in both conjugated spaces (namely, position and 
momentum) as well as for the product or phase space. It is clearly stated how 
complexities not only detect uncertainty but also structure and organization, as shown by 
the strong dependence of the informational quantities on relevant structural 
characteristics of the systems (e.g. shell structure)2,3 and the variations they suffer when 
adding or removing electrons (i.e. ionization processes), as well as for systems 
belonging to a given isoelectronic series (i.e. when modifying the nuclear charge 
keeping the number of electrons)4. For carrying out the numerical analysis, 
wavefunctions obtained within a Hartree-Fock framework have been employed5,6, for 
studying 370 different many-electron systems, namely 103 neutral atoms and 96 singly 
charged ions, as well as 189  atomic systems corresponding to 9 isoelectronic series.  
  
1 R. López-Ruiz, H.L. Mancini and X. Calbet, Phys. Lett. A 209, 321 (1995). 
2 J.C. Angulo, J. Antolín and K.D. Sen, Phys. Lett. A 372, 670 (2008). 
3 J.C. Angulo and J. Antolín, J. Chem. Phys. 128, 164109 (2008). 
4 K.D. Sen, J. Antolín and J.C. Angulo, Phys. Rev. A 76, 032502 (2007). 
5 T. Koga, K. Kanayama, S. Watanabe and A.J. Thakkar, Int. J. Quantum Chem. 71, 491 (1999). 
6 T. Koga, K. Kanayama, S. Watanabe, T. Imai T and A.J. Thakkar, Theor. Chem. Acc.104, 411 
(2000). 
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A unique concept offers a new perspective on the formation of the basic building blocks 
of matter as a geometrical consequence of space. It presents an alternative to 
conventional thinking and provides a bridge to a new physics that incorporates basic 
forms of space, both real and virtual. The importance of the concept is its simplicity, and 
that it produces values of known particle masses and measured natural constants in 
dimensionless numbers. However, these results require the acceptance that these 
quantities are the consequence of the interaction between real and virtual space in the 
form of common geometrical figures. For example, the concept of a regression model 
based on H. Yukawa’s quantized mass energy of the Strong Force (137 Me) presumes 
it is held together internally by another smaller mass energy field, which itself is held 
together by yet a smaller mass energy field, producing a converging series of fields 
which approaches a limit value designated as a ‘Gluon.’ It is proposed that there are two 
geometric models which describe the Up and Down Quarks; one with a cubic center 
(Down Quark), the other, with two pyramids joined at their vertex (Up Quark), each 
holding eight Gluons. From three quarks (2 Up and 1 Down), a Proton is formed. As a 
second example, it is proposed that the interaction between two intersecting Standard 
Spheres, each having a Standard volume of (Vo), as compared to the volume outside 
the common value (Vx)) is the building block for the formation of particles. A simple, 
dimensionless relationship derived from this intersection can describe both volumes as 
Vx /Vo = 1/8(12D  D3 ), where D is a dimensionless factor, of the standard radius (Ro), 
for the distance between the centers of the intersecting spheres. Applying this concept, 
a geometrical configuration forms a dimensionless mass ratio value of (1836.1) = 
Mp/Me and the dimensionless value of the Gravitational constant (G). A third example is 
a geometrical configuration of four touching Standard Spheres and a hyperboloid which 
provides the calculated value for the Electroweak Mixing Angle 1,2 when one applies a 
Gudermannian function gd v =  = arc tan( sinh v). The last example presented 
demonstrates a geometrical connection between the Muon and the Proton. Specifically   
shown is the calculation of the mass ratio (Mu/Me) of the Muon as a dimensionless ratio 
utilizing the curvature at a specific point on expression Vx / Vo = 1/8(12D  D3). The 
specific point (D), when compared with the value for ( ), can be given in two 
components where D =  (1 + 0.00191987). The value (0.0191987) is unique to the 
Proton indicating a connection between the two particles. This new concept proposes 
that simple geometries of space can provide an alternative explanation for matter 
formation and established constants within nature, as measured in the laboratory. 

1  Measuring the Strength of the Weak Force, http://www.sldnt.stanford.edu/alr/
   Updated  04/06/2001, by M. Woods, T. Aloe and P. Rowson 
2 Summary of Weak Mixing Angle Measurements at CERN and SLAC, 

http://www.sldnt.slac.stanford.edu/alr/weak angle.htm,
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During the last years the interest in Finite Fourier Transform (FFT)
eigenfunctions, often referred to as ’prolates’, has increased significantly
among scientists both in the field of quantum chemistry as well as in the
signal processing community. These prolates are band-limited and highly
concentrated at a finite time-interval. Both features are acquired by the
convolution of a band-limited function with a prolate. This will permit the
interpolation of such a convolution using the Walter and Shen sampling
formula1 essentially simplifying the computations2. The Fourier transform of
the convolution may not necessarily be continuous and the concentration
interval is twice as large as that of the prolate3. Rigorous error estimates are
given as dependent on the truncation limit and the accuracy achieved is
tested by numerical examples.

1 G. G. Walter AND X. Shen, Wavelets based on prolate spheroidal wave functions.
Journal of Fourier Analysis and Applications, 10(1), (2004) 1-26.
2 T. Levitina and E. Brändas, Filter diagonalization with finite Fourier transform
eigenfunctions, J. Math. Chem. 40, (2006) 43-47.
3 T. Levitina and E. Brändas, Sampling formula for convolution with a prolate,
Int. J. Comp. Math. 85, (2008) 487-496.
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Of the available methods for treating polarization in classical molecular dynamics 
simulations, only fluctuating-charge models1 such as EEM2, QEq3, fluc-q4 and 
CHARMM C225 can potentially describe both charge transfer and polarization. 
However, these current models predict unphysical non-integer charge separation 
at dissociation. Also, they predict dipole polarizabilities that are not correctly size-
extensive. Our QTPIE model6 is a modification of QEq that describes correct 
charge transfer at dissociation limits for overall neutral systems. Here, we use 
coplanar, linear water chains to show that unlike other fluctuating-charge models, 
QTPIE predicts the correct direction of charge transfer. Also, we investigate the 
origin of the super-linear scaling of the dipole polarizabilities, and show how 
QTPIE can reproduce the correct scaling properties of the dipole polarizabilities 
and dipole moments without a priori constraints on charge transfer. Unlike other 
previously proposed solutions to this problem, we are able to retain a useful 
treatment of intermolecular charge transfer. We also show that calculations in the 
TINKER molecular mechanics package using QTPIE are about five times as 
expensive as conventional fixed-charge calculations. Finally, we report on our 
progress toward the development of a flexible water model that uses QTPIE to 
capture both polarization and charge transfer effects. 
 

 (1) Rick, S. W.; Stuart, S. J. In Rev. Comp. Chem.; Lipkowitz, K. B., Boyd, D. 
B., Eds.; Wiley: 2002; Vol. 18, p 89-146. 

 (2) Mortier, W. J.; Vangenechten, K.; Gasteiger, J. J. Am. Chem. Soc. 1985, 
107, 829-835. 

 (3) Rappe, A. K.; Goddard III, W. A. J. Phys. Chem. 1991, 95, 3358-3363. 
 (4) Rick, S. W.; Stuart, S. J.; Berne, B. J. J. Chem. Phys. 1994, 101, 6141-

6156. 
 (5) Patel, S.; Charles L Brooks, I. Molec. Simul. 2006, 32, 231-249. 
 (6) Chen, J.; Martinez, T. J. Chem. Phys. Lett. 2007, 438, 315-320. 
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The conformational states of the zwitterionic form of the pentapeptide Met-enkephalin 
were explored with the use of explicit solvent molecular dynamics (MD). The N and C 
termini are ionized, as appropriate to polar solvent conditions and, consequently, there 
is a competition between open forms driven by polar solvation of the ammonium and 
carboxylate groups and closed forms driven by their salt-bridge formation. Normal MD 
started from an open state does not sample closed conformations. Sampling was 
enhanced with a distance Replica Exchange Method (DREM)1 and with a Hamiltonian 
Replica Exchange Method (HREM)2. The DREM introduces replicas of the original MD 
system that differ in terms that restrain the system to different distances along a chosen 
reaction coordinate. The HREM introduces replicas that differ in the strength of the 
interactions in the potential energy function (MD force field). These replicas are run 
independently and, periodically, attempts at exchange of their configurations are made 
with the acceptance of exchange determined by a Metropolis-Hastings Monte Carlo 
rule. The potential of mean force (PMF) along an end-to-end distance reaction 
coordinate was obtained with the DREM. The PMF shows a stable salt-bridge state and 
the presence of a large region of open states, as hypothesized for conformationally 
promiscuous small opiate peptides. The HREM systems differ by scaling the peptide-
peptide and peptide-solvent electrostatic and Lennard-Jones potentials, with the goal of 
improving the sampling efficiency with a limited number of systems. A small number of 
systems were found to be sufficient to sample closed and open states. A Principal 
Component Analysis3 (PCA) shows that the HREM-generated fluctuations are 
dominated by the first two principal modes. The first corresponds to the end-to-end 
reaction coordinate found in the DREM, and the first mode PMF is similar to the DREM 
PMF. The second mode describes the presence of two conformations that both 
correspond to the salt-bridge state distance. The conformers differ in the values of 
neighboring psi and phi dihedral angles since such psi/phi compensation can still 
produce the same end-to-end distance. The two dimensional PMF constructed from the 
first two PCA modes captures most of the significant backbone conformational space of 
Met-enkephalin.

1 H.F. Lou and R.I. Cukier, J. Phys. Chem. B. 110, 24121 (2006). 
2 L. Su and R.I. Cukier, J. Phys. Chem. B. 111, 12310 (2007). 
3 I. T. Jolliffe, Principal Component Analysis, second ed. (Springer Science, New York, 2004). 
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Abstract 
Continuum electrostatic models are widely used for reducing the computational labor 
required to apply methods of molecular mechanics, molecular dynamics, and quantum 
mechanics to condensed media and thereby to extend computations to much larger 
systems. The most common Born model describes the response of the continuous 
media in terms of a static dielectric constant for each medium. However, when applied 
to a liquid environment, comparison of the Born model predictions with experiment, e.g., 
for free energies of transferring charges between hydrophilic and hydrophobic phases 
and pKa shifts on transfer between phases, agreement with experiment requires the use 
of physically quite unrealistic dielectric constants for proteins, lipids, etc., and/or equally 
unrealistic atomic radii. This leads to questions concerning the physical origins for this 
failure of the Born model. We partially resolve this question by applying the Langevin-
Debye (LD) model which models the medium by a continuous distribution of particles 
with both point polarizability and point dipoles. The LD model contains an added 
dependence of the electrostatic response on the solvent’s optical dielectric constant and 
the gas and liquid phase dipole moments, features absent in the popular Born model. 
The LD model reduces to the Born model in the linear limit of weak fields but, more 
generally, includes added contributions describing the self-consistent, nonlinear, many-
body response of the proximal dipoles in the solvent, leading to the phenomenon of 
dielectric saturation. The LD model is applied to simple representation of three 
biologically relevant systems: (1) globular proteins, (2) lipid bilayers, and (3) membrane 
proteins. The linear Born treatment greatly overestimates both the electrostatic 
(solvation) self-energy and the transfer free energy from water to hydrophobic 
environments (such as a protein interior). Using experimental dielectric constants, the 
energy cost of charge burial in globular or membrane proteins of the Born model is 
reduced by almost 50% with the nonlinear theory as is the pKa shift, and the computed 
shifts yield good agreement with experimental trends. Selected calculations for the 
electrostatic interaction between a pair of ions shed light on the underlying fundamental 
assumptions of the widely used generalized Born models. 
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A consistent QED approach [1,2] is applied to studying the interaction of the atoms 
and ions of plasma with an super intense electromagnetic (laser) field. Method bases 
on description of atom in a field by the k- photon emission and absorption lines. The 
lines are described by the QED moments of different orders, which can be calculated 
with the use of the Gell-Mann and Low S-matrix adiabatic formalism (T=0). In 
relativistic version the Gell-Mann and Low formulae expresses an imaginary part of 
the energy shift Im E{a} through the QED scattering matrix, including interaction of 
atom with electromagnetic field and field of the photon vacuum. We present QED S-
matrix energy formalism (T not equal 0) for calculation of the spectral lines shape in 
dense plasma. For any atomic level we calculate  Im E{a}(w) as function of the laser 
pulse central frequency w (resonant curve). We calculate the moments for 
resonance, connected with concrete atomic a-p transition (a,p-discrete levels; k 
photons is absorbed). To calculate the moments we need to get the expansion of 
E{a} into the perturbation theory series. Numerical modelling carried out for H, Cs, 
Ar, Yb, Tm atoms and H-, Li- and Ne-like ions. QED approach to description of 
radiation atomic lines for atoms and ions in plasma is generalized on a case of the 
confined atomic systems. Modelling nuclear ensembles in a super strong laser field 
provides opening the field of nuclear quantum optics and is carried out in our work 
too. The direct interaction of super intense laser fields in the optical frequency 
domain with nuclei is studied and the AC Stark effect for nuclei is described within 
the operator perturbation theory and the relativistic mean-field (RMF) model for the 
ground-state calculation of the nucleus [3,4]. We find that AC-Stark shifts of the 
same order as in typical quantum optical systems relative to the respective transition 
frequencies are feasible with state-of-the-art or near-future laser field intensities.  
 
1 A.V.Glushkov, JETP Lett. 55, 97 (1992); A.V.Glushkov, L.N. Ivanov, Phys. Lett. A. 
170, 33 (1992); Preprint of Institute for spectroscopy of Russian Academy of 
Sciences, ISAN, N AS-1-3, Troitsk, (1992). 
2 A.Glushkov et al, J.Phys.CS. 11, 188 (2005); 35, 425 (2005); Nucl.Phys.A. 734, 21 
(2004); Int.J.Quant.Chem. 104, 512, 562 (2005); 99, 889, 936  (2004); A.V. Glushkov 
et al,  Recent Advances in Theory of Phys. and Chem. Systems, edited J.-P.Julien, 
J.Maruani, D.Mayuo, S.Wilson, G.Delgado-Barrio (Springer, Amsterdam, 2006) 15, 
301 (2006); Ibid. 15, 285 (2006); 
3  A.V.Glushkov, L.N. Ivanov, J.Phys.B 26, L376-386 (1993); A.V.Glushkov, S.V. 
Malinovskaya,  In: New Projects and New Lines of research in Nuclear Phys. , edited 
by G. Fazio and F. Hanappe (World Sci., Singapore, 2003), p.146, 242; A.V 
Glushkov, Low Energy Antiproton Physics (AIP Serie) 796, 206 (2005);  
Europ.Phys.Journ. in print (2008) ; Mol.Phys. (UK) in print  (2008); 
4 T.J. Burvenichm J.Evers, C.H.Keitel, Phys.Rev.Lett. 96, 142501 (2006);  Phys. 
Rev. C. 74, 044601 (2007).  
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Relativistic calculation of the spectra, hyperfine structure (hfs) parameters for heavy 
atoms and multicharged ions with account of relativistic, correlation, nuclear, QED 
effects is carried out. Method is based on the gauge-invariant QED perturbation 
theory and generalized dynamical nuclear model [1,2]. The charge distribution in a 
nucleus is modelled within the Gauss and Fermi models. The inter-electron 
interaction corrections contribution arising due to the energy dependence of the 
effective inter-electron potentials on energies is accounted for. The accounted 
magnetic dipole and octupole interactions correspond to the first and the third terms 
of the partial-wave expansion for the first matrix element while the electric 
quadrupole interaction corresponds to the second term of the partial-wave 
expansion for the second matrix element. The data for the energies and constants 
of the hyperfine structure for valent states 6s1/2, 7s1/2, 6p1/2,3/2, 71/2,3/2, 5d3/2  of 
cesium133Cs and states [5p6] 6s1/2,6p1/2, 6p3/2,, 6d3/2  of Cs –like ion of Ba are 
presented. Nuclear electric quadrupole moments Q, the hfs constants for states of 
6s6p 3P1 in atom of 201Hg and 7s7p 1P1,

3P1,
3P2 in atom of 223Ra are defined. The 

contribution due to inter electron correlations to the hyperfine structure constants is 
about 120-1200 MHz for different states, contribution due to the finite size of a 
nucleus and radiative contribution is till  2 dozens MHz (for constant ). For element 
of 223Ra our value is Q=1,22barn. The role of the nuclear effects contribution (core-
polarization ones, which are induced by valent protons of a nucleus), temporal 
distribution of magnetization in a nucleus (effect of Bohr-Weisskopf) and non-
accounted high order QED corrections is analyzed.  We present the calculation 
results for energy levels, hyperfine structure intervals, E1-,M1-transitions amplitudes 
in heavy atoms of Cs, Pb too. As example let us give here the calculation result for 
parity non-conserving 6s-7p dipole amplitude in Cs. Our calculation gives  value: 

D=<6s|Dz|7s>= -0.918⋅10-11 i|e|a(-Qw/N). For comparison let us present other 

knwon results (c.f.[2]): D=-0.91⋅10-11 i|e|a(-Qw/N) by Dzuba etal; D=-0.935⋅10-11 

i|e|a(-Qw/N) by Bouchiat etal (Paris); D=-0.935⋅10-11 i|e|a(-Qw/N) by Johnson etal 
(Indiana).  Comparison of calculated D value with measurement of Noeker etal gives 
the following data of weak nuclear chare in Cs and Wainberg angle: (-

Qw/N)=0,918±0,020 (exp.)±0,010 (theor.) and sin2
ϑW=0,231±0,007 (exp.)±0,004 

(theor.) that is in a good agreement with average world value sin2
ϑW=0,230±0,005. 

 
1 A.Glushkov, L.Ivanov, Phys.Lett.A.170,36 (1992), A.V.Glushkov, In: Low Energy 
Antiproton Phys. (AIP Serie) 796, 211 (2005).  
2 A.V.Glushkov, O.Khetselius,  et al, Nucl. Phys.A. 734S, 21 (2004); Phys.CS. 35, 420 
(2006); A.V. Glushkov et al,  Recent Advances in Theory of Phys. and Chem. Systems, 
edited J.-P.Julien, J.Maruani, D.Mayuo, S.Wilson, G.Delgado-Barrio (Springer, 2006) 15, 
301 (2006); Ibid. 15, 285 (2006). 
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The optimized effective potential (OEP) method has been recognized, at present, as 
a useful technique for obtaining multiplicative potentials of the density functional 
theory (DFT). It is known that the exchange-only OEP potential in a combination with 
a correlation potential based on many-body perturbation theory using the Kohn-Sham 
(KS) determinant as a reference yields good accuracy in calculations of the ground 
state properties. There is far less reported experience for the OEP studies of 
electronically excited states, especially having the same spin and spatial symmetry 
as the ground state. Calculations for atoms have shown that the ensemble KS 
theory, with exact ensemble-exchange potential, can be as accurate as the ground 
state calculations 1. However, for molecules the OEP experience is less satisfactory. 
Recently, a constrained OEP approach for excited states has been proposed 2-4. It is 
based of DFT for individual excited states that implement a simple method for 
construction of KS determinants describing the excited states of interest. In addition 
the excited state KS determinant is orthogonal to the determinants of state of lower 
energy. In this work we further develop and apply this approach to practical 
calculations of excited potential curves of the HeH molecule. We demonstrate that 
the developed earlier OEP methodology for the ground state can be applied to DFT 
excited state problem with the same computational efforts. In particular, the second-
order orbital-dependent correlation energy correction for excited states can be 
derived from the Moller-Plesset like perturbation theory based on the KS orbitals 
optimized for a given excited state.  
All calculations were carried out with basis sets optimized directly both for the state 
under consideration and every geometry. This allows us to minimize the error 
associated with truncation of basis sets and, thus, to observe more clearly the errors 
of the method itself. Comparisons of computed potential curves with those obtained 
by the configuration interaction method with extended basis sets are discussed.  

1 N.I.Gidopoulos,P.G.Papaconstantinou and E.K.U.Gross, Physica B: 318, 328 
(2002).    

2 V.N.Glushkov, Opt. Spectrosc. 99, 684 (2005). 
3 V.N.Glushkov and M.Levy, J.Chem.Phys. 126, 174106 (2007).  
4 V.N.Glushkov and N.Gidopoulos, Int.J.Quant.Chem. 107,  2604 (2007). 
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The electron-attached (EA) and ionized (IP) equation-of-motion coupled-cluster 
(EOMCC) methods, which utilize the idea of applying a linear electron-attaching or 
ionizing operator to the correlated, ground-state, CC wave function of an N-electron 
closed-shell system in order to generate the ground and excited states of an (N±1)-
electron system,  and their symmetry-adapted-cluster configuration interaction (SAC-CI) 
counterparts, provide an ideal framework for performing orthogonally spin-adapted 
calculations for radical species. The problem with these approaches is that their basic, 
low-order approximations are often insufficient for accurately describing excited states 
and potential energy surfaces along bond-breaking coordinates of radicals, and so 
higher order excitations must be accounted for.1-4 Unfortunately, the inclusion of higher 
order excitations in the EA- and IP-EOMCC and SAC-CI schemes makes the resulting 
calculations prohibitively expensive, restricting the use of these approaches to relatively 
small systems and basis sets. To deal with this difficulty, we have recently developed 
the active-space variants of the EA- and IP-EOMCC1-3 and SAC-CI4 methods, in which 
one considers only small subsets of all higher-than-double, higher than 2-particle-1-hole 
(2p-1h), and higher than 2-hole-1-particle (2h-1p) excitations in the cluster, electron-
attaching, and ionizing operators, respectively, which are selected through the use of a 
suitably defined set of active orbitals. In this presentation, we will discuss the 
fundamental theoretical aspects of the active-space EA- and IP-EOMCC and SAC-CI 
methodologies. We will then focus on the efficient computer implementation of the 
active-space EA- and IP-EOMCC methods including up to 3p-2h and 3h-2p excitations, 
referred to as EA- and IP-EOMCCSDt,1-3 and active-space SAC-CI methods including 
up to 4p-3h and 4h-3p excitations.4 In order to illustrate the performance of the resulting 
approaches, we will present the results of calculations for the adiabatic and vertical 
excitation energies and potential energy surfaces of the low-lying states of several 
radicals, including CH, OH, SH, C2N, CNC, N3, and NCO.1-5 These calculations reveal 
that active-space methods with up to 3p-2h and 3h-2p terms provide accurate results for 
excited states within the Franck-Condon region while active-space methods with up to 
4p-3h and 4h-3p terms are needed to accurately describe potential energy surfaces of 
radicals along bond breaking coordinates. Furthermore, the calculations show that the 
active-space schemes are capable of producing results that are virtually identical to 
those produced by their expensive parent EA- and IP-EOMCC and SAC-CI schemes 
with 3p-2h/3h-2p and 4p-3h/4h-3p excitations at a fraction of the computational cost.  
 
1 J.R. Gour, P. Piecuch, and M. Włoch, J. Chem. Phys. 123, 134113 (2005). 
2 J.R. Gour, P. Piecuch, and M. Włoch, Int. J. Quantum Chem. 106, 2854 (2006). 
3 J.R. Gour and P. Piecuch, J. Chem. Phys. 125, 234107 (2006). 
4 Y. Ohtsuka, P. Piecuch, J.R. Gour, M. Ehara, and H. Nakatsuji, J. Chem. Phys. 126, 164111 (2007). 
5 M. Ehara, J.R. Gour, and P. Piecuch, in preparation. 
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












   

         
         
          




            


             
             
   
    

   
             


            
        
         




 





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









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

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The notion of a transition state is one of the grand unifying concepts in chemistry. 
Many theories of chemical reactions explicitly assume that once reactants pass 
through the transition state then they cannot return. This no-recrossing rule 
serves to define the transition state and is central to transition state theory. 
Despite its ubiquity in chemistry it is only recently that the existence of the 
transition state in more than two degrees-of-freedom has been proven. No 
general theory has existed for actually finding the transition state. Here, 
combining methods of celestial mechanics with recent advances in dynamical 
systems theory, we provide a theory that is rigorously valid for an arbitrary 
number of degrees-of-freedom. Equally important, advances in computational 
power make the method applicable in practice for large systems. Knowledge of 
the transition state, a phase space object, allows us to differentiate, with 
exquisite precision, between reactive and nonreactive molecular configurations 
wherever they lie in phase space. 

1Charles Jaffé, Shinnosuke Kawai, Jesús Palacián, Patricia Yanguas and T. Uzer, Adv. 
Chem. Phys. 130A, 171 - 216 (2005), T. Uzer, Charles Jaffé, Jesús Palacián, Patricia 
Yanguas, and Stephen Wiggins, Nonlinearity 15, 957 (2002), S. Wiggins, L. Wiesenfeld, 
C. Jaffé and T. Uzer, Phys. Rev. Lett. 86, 5478 (2001). 
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One of the problems in the practical implementation of hydrogen as a fuel is the lack 
of an efficient media for hydrogen storage in ambient conditions. A single Ti atom 
adsorbed on nanotube surface has shown to bind up to four H2 molecules. By 
completely coating the nanotube surface, a storage capacity reaches to 8 wt. % [1]. 
However, a serious problem that largely reduces the storage capacity is the 
clustering of metal atoms on nanotube surface [2]. 

                             
             

                           (a)                                                          (b)                                      
 

Fig. 1 A (4,0) BC3 nanotube (a) and its different binding sites (b). 

       In this work, we have studied hydrogen adsorption on a titanium-dopped (4,0) 
BC3 nanotube (Fig. 1). It is believed that B atoms enhance the metal binding and 
inhibit clustering [3]. Geometry optimizations show that only the H and H  sites are 
favorable for Ti adsorption. Other arrangements are relaxed to these structures. The 
spin-unpolarized binding energies for H and H  sites are 5.25 and 4.86 eV, 
respectively. These energies are larger than 2.2 eV, which is obtained for carbon 
nanotubes, because the electron deficient B atoms have higher affinity for Ti atom.  
       A series of single energy calculations were performed as a hydrogen molecule 
approaches the Ti atom, and when the forces acting on H2 were large enough, the 
system were fully relaxed using DFT calculations. The hydrogen molecule were 
approached the Ti in both parallel and perpendicular directions (relative to nanotube 
axis). The optimized geometries are shown in Fig. 2. For H site, the hydrogen 
molecule in both orientations shows molecular adsorption. The H–H bond length is 
increased from 0.74 to 0.81 Å. However, for H  site, the hydrogen molecule is 
dissociated upon adsorption. The Ti–H distances are 1.74 and 2.01 Å and the H–H 
distance increases to 2.67 Å.   

                             
                            (a)                                                                     (b)                                      

 
Fig. 2 Optimized structures for H2 molecule adsorbed on a Ti atom in H (a) and H  (b) sites. 

References: 
[1] T. Yildirim and S. Ciraci, Phys. Rev. Lett. 2005, 94, 175501 
[2] Q. Sun, et al., J. Am. Chem. Soc. 2005, 127, 14582 
[3] Y. Zhao, et al., Phys. Rev. Lett. 2005, 94, 155504 
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A Kinetic Monte Carlo (KMC) model is developed to simulate non-symmetrically the 
cathode side of a Yttria Stabilized Zirconia (YSZ) fuel cell, in order to translate 
experimental, and ultimately theoretical rates into an atomistic model of the fuel cell1.
The KMC model consists of a set of several electrochemical reaction rates, adopted 
from experiments and first-principles calculations. The KMC simulations are used to 
model these simultaneously occurring events, to determine potential limitations in 
cathode/YSZ performance. The focus of this work is ionic current density (J), studied as 
a function of various physical parameters: oxygen partial pressure (PO2), external 
applied bias voltage (Vext), temperature (T), dopant concentration (mol % Y2O3), relative 
permittivity ( ) of YSZ, and geometrical features of the YSZ electrolyte. This simple 
model can be used as a baseline to translate elementary chemical reaction rates into   
atomistic simulations of working solid oxide fuel cell cathodes, pertinent to the complete 
set of experimental operating conditions.

This work is supported by the Office of Naval Research, both directly and through the 
Naval Research Laboratory. 

1K.C. Lau, C.H. Turner and B.I. Dunlap, Solid State Ionics (in press).
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A linear scaling local correlation approach, termed ‘cluster-in-molecule’ and 
abbreviated as CIM (Ref. 1) is extended to the coupled-cluster (CC) theory with 
singles and doubles (CCSD) and CC methods with singles, doubles, and non-
iterative triples, including CCSD(T) and the completely renormalized CR-CC(2,3) 
approach.2 As in the original CIM work that dealt with the second-order many-body 
perturbation theory and CC doubles (CCD) approach, the main idea of the CIM-
CCSD, CIM-CCSD(T), and CIM-CR-CC(2,3) methods is the realization of the fact 
that the total correlation energy of a large system can be obtained as a sum of 
contributions from the occupied orthonormal localized molecular orbitals and their 
respective occupied and unoccupied orbital domains. Unlike the earlier 
implementations of the CIM-CCD approach,1 which utilized pilot CCD codes with the 
explicit nested loop structure, the CIM-CCSD, CIM-CCSD(T), and CIM-CR-CC(2,3)  
methods developed in this work are characterized by the high computational 
efficiency in both the CIM and CC parts, enabling the calculations for much larger 
systems than previously possible. This is achieved by combining the natural linear 
scaling of the CIM ansatz with the fully vectorized CC codes that rely on the use of 
diagram factorization and recursively generated intermediates. By comparing the 
results of the canonical and CIM-CC calculations for normal alkanes and water 
clusters, it is demonstrated that the CIM-CCSD, CIM-CCSD(T), and CIM-CR-CC(2,3) 
approaches recover the corresponding canonical CC correlation energies to within 
0.1-0.4 % or so, while offering the linear scaling of the computer costs with the 
system size and savings in the computer effort by orders of magnitude. By 
examining the dissociation of dodecane into C11H23 and CH3 and several lowest-
energy structures of the (H2O)n clusters with n=10-20, it is shown that the CIM-CC 
methods accurately reproduce the relative energetics of the corresponding canonical 
CC calculations. 
 

1 S. Li, J. Ma, and Y. Jiang, J. Comp. Chem. 23, 237 (2002); S. Li, J. Shen, W. Li, and Y. 
Jiang, J. Chem. Phys. 125, 074109 (2006). 
2  P. Piecuch and M. W och, J. Chem. Phys. 123, 224105 (2005); P. Piecuch, M. W och, J.R. 
Gour, and A. Kinal, Chem. Phys. Lett. 418, 467 (2006); M. W och, J.R. Gour, and P. 
Piecuch, J. Phys. Chem. A 111, 11359  (2007). 
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A simple semi-explicit density functional for the energy of a N-electron system is 
obtained with the following assumptions: (i) from a distance R from any nuclei 
the single-particle wavefunctions are approximated by local plane waves, as in 
the standard Thomas-Fermi-Dirac model, and (ii) in the vicinity of any nucleus, 
the density is constructed by means of a sum of single-particle wavefunctions 
obtained from the analytical resolution of the Schrödinger equation with a Taylor 
expansion of the effective potential. Then, the density is matched at the border 
between the two regions.  
 
The results for the energy and other density-dependent properties, such as 
radial expectation values are close to Hartree-Fock values (within a few 
percent) for all atoms and ions, averaging over shell effects. This procedure 
provides simple estimations of average properties of the electron cloud that can 
be used as a zero-th order approximation in other more accurate calculations. 
Moreover, analytical forms for the density can be used for minimizing the 
energy functional, which provides an adequate strategy for the approach of 
more complex systems. 
 
Application of this method to different problems such as low-energy electron 
scattering (including atomic polarization) or excited states of alkaline atoms will 
be discussed. 
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In this contribution we present preliminary results concerning a set of [4+2] 
cycloadditions reactions that contain both pure pericyclic or pseudopericyclic processes 
and others that can be seen as intermediate or dubious cases1.  A novel criterion based 

on the analysis of critical points of the Laplacian of the Charge density, ∇∇∇∇
2

ρ(r), in the 
framework of the Quantum Theory of Atoms in Molecules developed by Bader2, will be 

proposed3. A detailed analysis of the topology of ∇∇∇∇
2

ρ(r) along the reaction coordinate will 
provide clear mechanistic differences between pericyclic and pseudopericyclic 
processes and will allow one to discern the intermediate cases. As we will show there is 
no need to invoke disconnections in the orbital array at the TS´s in order to a proper 
classification of processes studied since the QTAIM makes use of the electronic density 
instead of the molecular orbitals. Calculations were done at B3LYP/6-311++G(d,p) and 
MP2/6-311++G(d,p) levels of theory. 

We have concluded that “pure” pseudopericyclic reactions require two 
pseudopericyclic contacts between the terminal atoms of fragments of the lump-hole 
type, i.e. two (3,-3)LonePair(3, +1) interactions4 (or alternatively (3,-1) (3, +1) 
interactions)4 that readily link the two fragments from the reactant minimum (usually a 
vdW complex)2. Along the reaction path the fragments rearrange to attain an optimum 
alignment of the lump with the hole. Since hardly geometric change happens the energy 
barriers are predicted to be low.  

1 E. M. Cabaleiro-Lago, J. Rodríguez-Otero, I. González-López, A. Peña-Gallego and J. 
Hermida-Ramón, J. Phys. Chem. A 109, 5636 (2005) 

2 R. F. W. Bader in Atoms in Molecules: a Quantum Theory (Oxford University Press, 
Oxford,1990) 

3 S. Calvo-Losada and J. J. Quirante Sánchez, J. Phys. Chem. A (in press)  

4 (3,-3), (3,-1), (3,+1), … stand for the (rank,signature) notation for different critical points of the 

∇∇∇∇
2

ρ(r) scalar field in the QTAIM theory.  
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PBEsol1, a revised version of Perdew-Burke-Ernzerhof (PBE) Generalized Gradient 
Approximation (GGA), restored the first-principles gradient expansion for the exchange 
energy over a wide range of density gradients to eliminate the bias toward atomic 
energies in PBE. PBEsol has been reported to improve equilibrium properties for many 
densely-packed solids and their surface.  
A comparative study of hydrogen atom adsorption on (1 1 1) palladium surface has 
been performed with different exchange-correlation functionals (LDA, PBE and PBEsol). 
For this preliminary study, the Pd atoms were frozen at their bulk positions. PBEsol 
yields values between Local Density Approximation (LDA) and PBE as expected. 
Compared to the experimental data, PBEsol improves the adsorption height, however, 
worsens the adsorption energy over PBE. 
 
1J. Perdew et al., Phys. Rev. Lett. 100, 136406(2008) 
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A great interest to this topic has been stimulated by inaugurating the heavy-ion 
synchrotron storage cooler ring combination SIS/ESR at GSI. With this facility, 
which allows to produce store and cool fully stripped  heavy ions beams up to U92+, 
new ways are opened in the field of atomic and nuclear physics from this side. 
Paper is devoted to calculation of the spectra, radiative corrections, hyperfine 
structure parameters for exotic hadronic (pion, kaon, hyperon) atoms and heavy 
ions. One of the main purposes is establishment a quantitative link between quality 
of the nucleus structure modeling and accuracy of calculating energy and spectral 
properties of systems. An approach [2] to relativistic calculation of the spectra for 
superheavy ions with an account of relativistic, correlation, nuclear, radiative effects 
within the gauge-invariant QED perturbation theory is used. Zeroth approximation is 
generated by the effective ab initio model functional, constructed on the basis of the 
comprehensive gauge invariance procedure [2]. The wave functions zeroth basis is 
found from the Klein-Gordon (pion atom) or Dirac (kaon, hyperon) equation. The 
potential includes the Dirac-Fock potential, the electric and polarization potentials of 
a nucleus. For low orbits there are the important effects due to the strong hadron-
nuclear interaction (pion atom). The energy shift is connected with a length of the 
hadron-nuclear scattering (scattering amplitude for zeroth energy). For superheavy 
ions the correlation corrections of high orders are accounted for within the Green 
function method. The magnetic inter-electron interaction is accounted for in the 
lowest order, the Lamb shift polarization part- in the Uehling-Serber approximation 
and the self-energy part – within the Green functions method. We carried out 
calculation:1).energy levels, hfs parameters for superheavy H and Li-like ions for 
different models of the charge distribution in a nucleus and super heavy atoms 
Z=114-118; 3). Shifts and widths of transitions (2p-1s,3d-2p, 4f-3d) in the pionic, 
kaonic atoms (18O, 24Mg etc.) and also K--4He.  
 
1 P.Kienle,Phys.Scr. 46,81 (1993); C.Betty, E.Friedman, A.Gal, Phys.Rep. 287, 385 (1997) 
2 A.V.Glushkov, JETP Lett. 55,108 (1992), A.V.Glushkov, L.N.Ivanov, Phys.Lett.A. 170, 36 
(1992); A.V.Glushkov, E.P. Ivanova, J.Quant. Spectr. Rad. Tr. (US) 36,127 (1986); 
E.Ivanova, L.N.Ivanov, A.V.Glushkov, A.S.Kramida, Phys.Scr. 32, 512 (1985); Preprint 
ISAN N1 Moscow 1992;  
3 A.V.Glushkov, E.P.Gurnitskaya, A.V.Loboda, In: Low Energy Antiproton Phys., AIP Serie. 
796, 217 (2005); A.V.Glushkov et al, Nucl. Phys.A. 734, 21 (2004); Int. Journ. Quant.Chem. 
99, 879 (2004); 99, 936 (2004); 104, 512 (2005); J.Phys.CS.11, 188 (2005);11,199 (2005) ; 
Recent Adv. in Theory of Phys.& Chem.Syst. (Springer) 15, 285 (2006).   
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The coupled-cluster theory, which is based on the exponential ansatz for the 

wave function, provides an ideal formalism for performing highly accurate calculations 
for many-body quantum systems at a relatively low computational cost. Though it was 
originally introduced within the context of nuclear physics, most of the development and 
use of the coupled-cluster theory have been performed within the area of quantum 
chemistry, where it has become one of the preeminent ab initio approaches for studying 
molecular structure and reactivity. Thanks in part to the great success of the coupled-
cluster approaches in chemistry, the coupled-cluster theory has had a recent 
resurgence in the area of nuclear physics, paving the way for studies of medium and 
heavy mass nuclei for which many other methods, such as the shell model approach, 
are simply not practical due to their high computational costs.    

In this presentation, we will discuss our work in applying quantum chemistry 
inspired coupled-cluster approaches to the study of nuclear structure. We will focus on 
the results of our coupled-cluster calculations for the ground and low-lying excited 
states of several closed- and open-shell nuclei, including 15O, 15N, 16O, 17O, 17F, 55Ni, 
56Ni, and 57Ni, using several different types of modern as well as effective nucleon-
nucleon interactions. These results reveal that the coupled-cluster approaches are 
capable of successfully describing the ground and excited states of a variety of nuclei, 
producing highly accurate energies of the same quality as much more computationally 
demanding methods, including various levels of shell model. Along with the results for 
binding and excitation energies, we will show the results of accurate coupled-cluster 
calculations for properties other than energy, including matter density, charge radius, 
and charge form factor. The relatively low costs of coupled-cluster calculations, which 
are characterized by the low-order polynomial scaling with the system size, enable us to 
probe large model spaces with up to 7 or even 8 major oscillator shells (336 and 480 
single-particle states, respectively), for which non-truncated shell-model calculations for 
nuclei with A=15-17 active particles are presently not possible. We will argue that the 
use of coupled-cluster methods and computer algorithms proposed by quantum 
chemists to calculate properties of nuclei is an important step toward the development 
of accurate and affordable many-body theories that cross the boundaries between 
various physical sciences. 
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A complete information-theoretic knowledge of any distribution describing a physical 
system or process requires not only quantifying different information measures (e.g. 
Shannon and Tsallis entropies, Fisher information, variance) but also determining their 
optimal values when only a partial knowledge on the distribution is available (i.e. to solve 
the so-called information-extremization problem). The main aim of the present work is 
focussed on studying the content of structural information of the one-particle densities in 
both position and momentum spaces for neutral atoms with nuclear charge Z=1-103 
throughout the periodic table. In doing so, the aforementioned spreading measures for 
different extremizer distributions (namely, the solutions of maximum Shannon1 and 
Tsallis2 entropy and minimum Fisher information3 problems), variationally obtained when 
constrained by the knowledge of radial expectation values, are numerically analyzed 
within a Hartree-Fock framework, emphasizing their dependence on the nuclear charge 
Z as well as on the order of the considered constraints. Such a study widely generalizes 
similar previous ones4, in which the numerical analysis takes as reference system the D-
dimensional ground-state Hydrogen atom. Here, some of the results obtained (according 
to the extremized measure, constraints order and nuclear charge) are shown to be 
strongly correlated with the shell-filling process, being also discussed the different role 
played by each conjugated space, as well as the phase one, in the description of 
periodicity patterns displayed by each measure. 
 
1 E.T. Jaynes, in The Maximum Entropy Problem (MIT Press, Cambridge, 1978). 
2 B.R. Frieden, Science from Fisher Information (Cambridge University Press, Cambridge, 
2004). 
3 C. Tsallis, R.S. Mendes and A.R. Plastino, Physica A  261, 534 (1998). 
4 S. López-Rosa, J.C. Angulo, J.S. Dehesa and R.J. Yáñez, Physica A 387, 2243 (2008). 
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The recently proposed potential energy surface (PES) extrapolation scheme, 
which predicts smooth molecular PESs corresponding to larger basis sets from 
the relatively inexpensive calculations using smaller basis sets by scaling 
electron correlation energies,1 is applied to the PESs associated with the 
conrotatory and disrotatory isomerization pathways of bicyclo[1.1.0]butane to 
buta-1,3-diene.  The relevant electronic structure calculations are performed 
using the completely renormalized coupled-cluster method with singly and doubly 
excited clusters, and a non-iterative treatment of connected triply excited 
clusters, termed CR-CC(2,3), which is known to provide a highly accurate 
description of chemical reaction profiles involving biradical transition states and 
intermediates.  A comparison with the explicit CR-CC(2,3) calculations using the 
large correlation-consistent basis set of cc-pVQZ quality shows that the cc-pVQZ 
PESs obtained by the extrapolation from the smaller basis set calculations 
employing the cc-pVDZ and cc-pVTZ basis sets are practically identical, to within 
fractions of a millihartree, to the true cc-pVQZ PESs.  It is also demonstrated that 
one can use a similar extrapolation procedure to accurately predict the complete 
basis set (CBS) limits of the calculated PESs from the results of smaller basis set 
calculations at a fraction of the effort required by the conventional point-wise 
CBS extrapolations. 
 
1 A.J.C. Varandas and P. Piecuch, Chem. Phys. Lett. 430, 448 (2006) 
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New theoretical schemes for an account for the atomic chemical environment effect 

on the β decay characteristics are proposed. As method of calculation of the 
relativistic atomic fields and electron wave functions, the gauge invariant Dirac-Fock 
(GIDF) type and Dirac-Kohn-Sham (GIDKS) approaches are used [1,2]. The 

numerical results for atomic chemical environment effect on the β decay are 

presented for the following β transitions: 33P-33S, 35S-35Cl, 63Ni-63Cu, 241Pu-241Am.   
Comparison of the Fermi function values is carried out for different approximations 
of the exchange effect account, calculation with using wave functions on the 
boundary of the charged spherical nucleus and with using squires of the amplitudes 
of expansion of these functions near zero. As example, some data of our calculation 
are presented in the table 1.  

         Table 1. The atomic chemical environment effect on the β decay probability 
Decay of neutral atom Decay of ionized atom 

At. bn, eV f(bn ,Z) Ion  , eV f (Ebn ,Z) 

Present 
Calculation 
Scheme 

S(0) 
     

167420 
167450 

1,36849(-2) 
1,36935(-2) 

S(2+) 167390 
167420 

1,36798(-2) 
1,36884(-2) 

GIDF 

S(0)   167420 
167450 

1,37982(-2) 
1,38069(-2) 

S(2+) 167390 
167420 

1,37927(-2) 
1,38014(-2) 

GIDKS 
 

 
The value 167450eV is accepted for the boundary energy under of decay of the S(0).  
Analogously the value 167420eV was used for decay of the S(+2)  in the first variant 
of calculation. The pair of the energy values: 167420eV and 167390eV has been 
chosen in the second variant of calculation correspondingly. The experimental value 

for Ebn is as follows: 167400±100eV. Two versions of calculation give practically the 
same values for changing half decay period under changing the ionic feature: 

∆f/f=0,037 % (GIDF scheme) and ∆f/f=0,039% (GIDKS scheme). 
 
1  A.V.Glushkov and L.N.Ivanov, Phys.Lett.A. 170, 36 (1992); A.V.Glushkov, E.P. Ivanova, 
J.Quant. Spectr. Rad. Tr. (USA) 36,127 (1986); E.Ivanova, L.N.Ivanov, A.V.Glushkov, 
A.S.Kramida, Phys.Scr. 32, 512 (1985); A.V.Glushkov, S.V.Malinovskaya, In:  New Projects 
and New lines of research in Nuclear Physics, edited G. Fazio and F.Hanappe (World Sci.. 
Singapore,2003), p.126; S.V.Malnovskaya,   In: Low Energy Antiproton Phys. (AIP Serie) 
796, 213 (2006).   
2  A.V.Glushkov et al, Nucl. Phys.A. 734, 21 (2004); J.Phys.CS.11, 188 (2005); Recent 
Advances in Theory of Phys. and Chem. Systems, edited J.-P.Julien, J.Maruani, D.Mayuo, 
S.Wilson, G.Delgado-Barrio (Springer, Amsterdam, 2006) 15, 301 (2006); Ibid. 15, 285 
(2006); A.V.Glushkov, In: Low Energy Antiproton Phys. (AIP Serie) 796, 206 (2006). 
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We present the uniform energy approach, formally based on the QED perturbation 
theory (PT) [1,2] for the calculation of electron collision strengths and rate 
coefficients in a multicharged ions (in a collisionally pumped plasma). An account for 
the plasma medium influence us carried out within a Debae shielding approach. The 
aim is to study, in a uniform manner, elementary processes responsible for emission-
line formation in a plasma. The electron collision excitation cross-sections and rate 
coefficients for some plasma Ne-like multicharged ions are calculated within QED 
energy approach [1]. The energy shift due to the collision is arisen at first in the 

second PT order in the form of integral on the scattered electron energy εsc : 

                                                   ),,,(Im scinieivGE εεεεπ=∆                                 

where G is the squared combination of the two-particle matrix elements:   
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λQ  are corresponding to the the Coulomb part exp(i|ω|r12) /r12  
and Breiht part  exp(i|ω|r12) αααα1αααα2/r12. of the inter particle interaction.  The cross-

section is σ =-2 Im∆E. To test the results of calculations we compare the obtained 
data for some Ne-like ions with other authors’ calculations and available 
experimental data. The inclusion of Na-like states, accounting for diffusion-like 
processes, can increase the population inversion for the "lasing candidates" by at 
least a factor of two for a wide range of plasma conditions. Besides, we are 
calculating the functions, which describe the population distribution within each 
Rydberg series dependent on the Rydberg electron energy. These functions bear 
diagnostic information.   
 
1 A.V.Glushkov, JETP Lett. 55,108 (1992), A.V.Glushkov, L.N.Ivanov, Phys.Lett.A. 170, 36 
(1992); A.V.Glushkov, E.P. Ivanova, J.Quant. Spectr. Rad. Tr. (US) 36,127 (1986); 
E.Ivanova, L.N.Ivanov, A.V.Glushkov, A.S.Kramida, Phys.Scr. 32, 512 (1985); Preprint ISAN 
N1 Moscow 1992; A.V.Glushkov et al, J.Phys.CS.11, 188 (2005);11,199 (2005) ; Int. Journ. 
Quant.Chem. 104, 512 (2005); 
2 A.V.Glushkov, E.P.Gurnitskaya, A.V.Loboda, In: Low Energy Antiproton Phys., AIP Serie. 
796, 217 (2005); A.V.Glushkov et al, Nucl. Phys.A. 734, 21 (2004); Int. Journ. Quant.Chem. 
99, 879 (2004); 99, 936 (2004). 
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For a pair of nonoverlapping molecules, we derive the induction and dispersion 
energies within a nonlocal dielectric model for the screening of intramolecular 
charge interactions. The theory holds within the Born-Oppenheimer 
approximation. Each molecule acts as a dielectric medium for the other, with the 

nonlocal dielectric function );r(r, v
′  introduced by Jenkins and Hunt,1 in 

analysis of intermolecular interaction energies at first order. The function  

);r(r, v
′  is determined by the charge-density susceptibility );r(r, ′ ,2,3 within 

linear response: );r(r, v
′  yields the effective potential )(r,effϕ  at point r, when 

an external potential ),r(ex
′ϕ  acts at the point r ′ . Screening of the Coulomb 

interactions between the averaged charge density within each molecule 
determines the induction energy, while the dispersion energy depends on the 
screening of interactions between spontaneous quantum mechanical fluctuations 
in the charge density. Induction and dispersion energies both reflect the 
intermolecular screening of the Coulomb interactions within each of the 
molecules, but the forces on the nuclei derive from intramolecular screening. 
Although induction and dispersion energies are determined (to leading order) 
within linear response, nonlinear response must be included via a quadratic 

screening function ),;r,r(r,q
′′′′ , in order to derive the forces on the nuclei 

treated as test charges within the interacting molecules. 
 
1 O. S. Jenkins and Katharine L. C. Hunt, J. Chem. Phys. 119, 8250 (2003). 
2 B. Linder, Adv. Chem. Phys. 12, 225 (1967). 
3 B. Linder and D. A. Rabenold, Adv. Quantum Chem. 6, 203 (1972). 
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The O3-initiated oxidation of β-caryophyllene, a sesquiterpene with a potentially important role in 
the formation of atmospheric secondary organic aerosol (SOA) in forested areas,1-5 was 
theoretically characterized for the first time using quantum chemical calculations followed by 
statistical kinetic analysis. The most relevant portion of the lowest-lying singlet potential energy 
surface was constructed using B3LYP and MPW1B95 methods in combination with 6-
311G(d,p), 6-31+G(d,p) and 6-311++G(3df,3pd) basis sets. Whereas O3-addition onto the 
exocyclic double bond is negligibly slow, ozone adds fast, without barrier onto the endocyclic 
>C=C< bond, forming highly energized primary ozonides (POZ), in both the trans- and cis-
configurations. These POZs are located at ca. −64 kcal/mol relative to the initial reactants and 
rapidly inter-convert via a barrier Eb of only 8 kcal/mol. About 35% of the nascent, chemically 
activated POZs undergo prompt ring-opening, overcoming barriers of 18 to 21 kcal/mol, leading 
to two highly activated Criegee Intermediates (CI-1* and CI-2*, in a ca. 50:50 ratio), each in syn- 
and anti-configurations. The syn ����������������������������������������ca. 33 kcal/mol, and 
therefore are negligibly slow. The other 65% POZs are stabilized by collisions with air 
molecules; they also decompose – though much more slowly − into the same CIs, but with too 
little internal energy for prompt subsequent reactions. On the other hand, the 35% highly 
activated CIs*, with initial internal energies up to 90 kcal/mol, partly react promptly (i) via 1,4 H-
shifts (Eb of 17 to 28 cal/mol) to form hydroperoxides that rapidly decompose to yield •OH 
radicals; and (ii) by ring-closure (Eb of 21 to 24 kcal/mol) via dioxiranes to yield mainly organic 
esters or acids, whereas a smaller fraction of the hot CIs* undergo collisional stabilization. It 
should be mentioned that ca. 45% of the vibrationally excited, nascent dioxiranes are stabilized, 
and then they also rearrange thermally within 2 m to generate the same esters/acids. Our 
RRKM/ME calculations, based on the B3LYP potential energy surface and B3LYP rovibrational 
parameters, predict the following over-all first-generation product yields at room temperature 
and atmospheric pressure, in good agreement with the experimental data from the Mainz group5 
given in parentheses: 75 ± 10% stabilized CIs (exptl. ca. 80%), 9 ± 5% •OH radicals (exptl. ca. 
6-10%), and 16 ± 10% acids/esters (exptl. ca. 10%). The overall thermal rate coefficient over 
the T = 220-450 K range was computed using variational TST, and can be expressed as: k(T) = 
8.3 × 10−24 × T3.05 × exp(1028/T) cm3 molecule−1 s−1, showing a slightly temperature 
dependence. Our results confirm the view that by their unusually fast reactions with O3, k(298 K) 
�� �� �� ��−14 cm3 molecule−1 s−1, producing very-low-volatility oxygenates, sesquiterpenes in 
general and β-caryophyllene in particular are important SOA precursors in forested areas. 
 
1 D. Grosjean, E. L. Williams, E. Grosjean, J. M. Andino, and J. H. Seinfeld, Environ. Sci. Technol. 26, 
2754 (1993). 
2 Y. Shu and R. Atkinson, Int. J. Chem. Kinet. 26, 1193 (1994). 
3 A. Calogirou, D. Kotzias, and A. Kettrup, Atmos. Environ. 31, 283 (1997).  
4 M. Jaoui, S. Leungsakul, and R. M. Kamens, J. Atmos. Chem. 45, 261 (2003). 
5 G. K. Moortgat, R. Winterhalter, B. Kanawati, F. Herrmann, and S. Joniec, Personal communication.    
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Multiply charged Helium isoelectronic ions are responsible for the properties
and characteristics of high-temperature astrophysical and laboratory plasmas, as
well as for processes occurring within these plasmas.

In previous work we have computed the ground state electron energies, mass
correction and mass polarization effects of He isoelectronic ions with Z = 2− 54.
Results were obtained by solving the two-electron Schroedinger equation, using as
trial wave functions explicitly correlated wave functions (ECWF ) of a generalized
Hylleraas type, in an expansion series with positive powers of the Hylleraas coor-
dinates. The analytical and numerical procedure used for determining the coeffi-
cients lead to solving a 4th order algebraic system of non-lineal integro-differential
equations. The method allowed to obtain numerical results of up to 6th decimal
accuracy, comparing with the most precise results for He isoelectronic ions with
Z = 2− 10.

The present work reports ground state electron energies, mass correction and
mass polarization effects for the main nuclides of He isoelectronic ions with nuclear
charge Z = 2 − 118. The same type of ECWF is utilized. The variational
procedure used for determining the coefficients is discrete, leading to an eigenvalue
problem. The method developed yields numerical results that practically coincide
with those presented in for ions with Z > 10. The dependence of energies versus Z
is investigated, as well as the relative and absolute contributions of mass correction
and mass polarization effects to the ground state electron energies.

This approach can be regarded as a basis for investigating relativistic correc-
tions and QED effects at a next stage. The accuracy of the results obtained allows
direct usage in precise theoretical approaches for plasma diagnostics.
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Abstract

The extension of the self-consistent field Pauli blockade method1,2

to the open-shell systems is presented. The performance of the model
is tested on some small canonical systems and on a few large ones.
Also, the three-body variant of the method is applied to study three-
body effects in trimers such as Be3, Li3, Na3, Na2Be. The inclusion
of correlation effects to the intermolecular interaction energies is ac-
counted for by the use of DFT description of interacting monomers.
The results are compared with those obtained from different ab initio
methods, e.g. SAPT.

References

1. M. Gutowski and L. Piela, Mol. Phys. 64, 337 (1988).

2. K. Pecul, Int. J. Quant. Chem. 47, 145 (1988).
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           
   

               
         

            
             
                
              
          
               
               
               
             
              
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          
     

               
         

           
              
             
               
             
               
              
                 
              
               
                 
           
             
   
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Quantum Dynamics with Trajectories: Optimal Spawning and 
Conservation of Energy 

Siyang (Sandy) Yanga, Todd J. Martineza

aDepartment of Chemistry, University of Illinois at Urbana-Champaign 

Importance of conical intersections has long been recognized. It has played 
important roles in photochemistry, e.g., photodissociations, photoisomerizations, 
ion fragmentations, energy transfers, and visual pigment rhodopsin. 
Femtosecond spectroscopy has advanced recently which enables the 
experimental study of ultrafast photochemical reactions. On the other hand, ab
initio accurate quantum mechanical numerical simulations with ability to describe 
quantum effects and nonadiabatic transitions are needed but still remain as a 
challenging problem. 

AIMS (ab initio multiple spawning) method developed by Martinez group is an 
effective algorithm to simulate quantum dynamics with trajectories.  Spawning 
and basis set expansion enables AIMS to describe the nonadiabatic transitions 
happening near the conical intersections of multiple potential energy surfaces. 
Trajectories in AIMS propagate according the classical equations of motion, and 
the amplitude of each trajectory is accurately and effectively calculated by solving 
the exact Schrodinger equation. AIMS method has been employed to study 
various systems with quantum effects and nonadiabatic effects. 

We have recently improved AIMS method by inventing a rigorous algorithm for 
spawning.  An optimal spawning algorithm beyond the simple momentum-jump is 
needed to guarantee the an ideal criteria of nonadiabatic transitions, i.e., matrix 
coupling element IJ

i H j  between the two basis functions on the different 

electronic states should be maximized subject to the constraint of total energy 
conservation.  In addition, difference between the classical and quantum 
mechanical expressions of total energy can be subtle and critical when one has 
to consider quantum effects in the proton transfer processes.  This difference is 
not just the zero point energy itself.  More rigorous treatment is needed and has 
been considered in the optimal spawning and propagation of trajectories in AIMS 
method.
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Simulating Reactive Scattering Dynamics at Gas-liquid Interfaces with
Hybrid QM/MM-Direct Dynamics:  A Theoretical Study of the F(2P) +

Squalane Reaction.

Brian Radak, Scott Yockel and George Schatz.
Department of Chemistry, Northwestern University, Evanston, IL 60208-3113.

The structure and dynamics of chemical interfaces at phase boundaries (e.g. gas-liquid
interface) continues to be of significant importance to chemistry and only recently has
the complexity of these surface interactions been realized.  Probing the reactivity of a
liquid  surface  [squalane  (C30H62)]  with  scattering  [F(2P)]  provides  a  good  interfacial
system to study theoretically, as Nesbitt et al. have recently resolved the quantum-state
reaction dynamics via direct absorption detection of the rovibrational states of HF with
high  resolution  infrared  spectroscopy.1 Previously,  our  group  has  developed  a
simulation model that merges classical molecular dynamics of the entire system with a
quantum mechanical treatment of the atoms in a reaction region(s) at each time step.
This computational model provides a type of “on-the-fly” direct dynamics applicable to
larger scale chemical processes that include the making/breaking of chemical bonds,
which is not  characterized in  standard  force field  models.   In  the  current  study  we
compute reaction statistics from over 1000 trajectories, where the incident fluorine atom
has an initial translational energy of 1 eV.  The reactive pathways that were observed
were limited entirely to H abstraction, which was not the case in the previous studies by
Kim and Schatz2 that  utilized this same simulation model  for  5  eV incident  O(3P) +
squalane.   In  addition,  inelastic  scattering  of  F was also  observed,  but  to  a  lesser
extent.   Reaction  and collision  statistics have been analyzed for  trends in  angle  of
incidence,  the  carbon/hydrogen  reaction  site  for  the  absorption/desorption  process.
Overall  the  HF  desorbs  from  the  surface  quite  rotationally  and  vibrationally  hot  in
comparison to the squalane surface temperature.

1 A.M. Zolot, W.W. Harper, B.G. Perkins, P.J. Dagdigian, and D.J. Nesbitt, J. Chem. Phys. 125,
021101 (2006).
2 D. Kim and G.C. Schatz, J. Phys. Chem. A. 111, 5019 (2007).
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Fully Optimized Auxiliary Basis Sets for MP2-F12 Methods

Kazim E. Yousaf and Kirk A. Peterson
Department of Chemistry, Washington State University, Pullman, WA 99164-

4630

Electron correlation treatments utilizing a one-electron orbital expansion are
capable of providing very high accuracy. However, due to the poor description of
the correlation cusp in such approximate wave functions, they suffer from
painfully slow convergence of the energy with respect to the size of the orbital
basis set, a problem exacerbated by the steep computational scaling of such
methods. This can be remedied by the explicit inclusion of interelectronic
coordinates in the wave function, but such an approach then requires the difficult
calculation of numerous three- and four-electron integrals. By employing the
resolution of the identity (RI), these integrals can be approximated as products of
two-electron integrals through the use of an auxiliary basis set.1 Up until now, few
attempts have been made to optimize such basis sets. We present our fully
optimized auxiliary basis sets for the first- and second-row atoms, matched to the
recently-developed cc-pVnZ-F12 basis sets2 and intended for use with the
explicitly correlated MP2- and CCSD-F12 methods (which differ from R12
methods in their use of an exponential correlation factor). In spite of being much
more compact than existing basis sets frequently used to approximate the many-
electron integrals, the errors arising from their use are very small, even at the
double- level. Furthermore, since they are carefully matched to the orbital basis
sets, linear dependence issues are avoided when the CABS procedure3 is
invoked in explicitly correlated calculations, facilitating their use in generating
smooth potential energy surfaces.

1 W. Klopper and C. C. M. Samson, J. Chem. Phys. 116, 6397 (2002).
2 K. A. Peterson, T. B. Adler, and H.-J. Werner, J. Chem. Phys. 128,

084102 (2008).
3 E. F. Valeev, Chem. Phys. Lett. 395, 190 (2004).
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Projected Entangled Pair States as a multi–dimensional ansatz for effective recovery
of non-dynamic correlation from huge active spaces

Dominika Zgid and Garnet Chan
Department of Chemistry and Chemical Biology

Cornell University
Ithaca, New York, 14853-1301, USA

Modern quantum chemistry methods became very efficient in addressing dynamic correlation. How-
ever, the success of quantum chemical approaches is still limited if one considers the treatment of
non–dynamic correlation. Thus, many inorganic systems revealing many closely degenerate states
are still not within quantitative reach for current methods. Density Matrix Renormalization Group
(DMRG) was proved to be very successful for the treatment of the multireference effects in one–
dimensional systems, the multi–dimensional systems with a large active spaces are still too demand-
ing for DMRG and other traditional quantum chemistry method.
Here, we present a generalization of the DMRG ansatz to a multi–dimensional case that is able to
effectively recover the non–dynamic correlation for two–dimensional lattices. Such a generalization
is known in physics as Projected Entangled Pair States (PEPS) and was proved to work successfully
for two–dimensional model systems. We present the theory of PEPS listing possible advantages and
problems arising form such a treatment. Additionally, we list preliminary examples from our version
of the PEPS code. We investigate the usefulness of PEPS to multidimensional chemical systems
that can be effectively projected onto a two–dimensional lattice. To the most known examples of
such systems, which require huge active space, are molecular magnets.
Finally, we note that PEPS describes non–dynamic correlation well, but dynamic correlation is not
recovered successfully for calculations with small number of parameters. We discuss the possible
remedies that allow us to account for the dynamic correlation.
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Henry Center
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Candlewood Suites
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Notes



Event Locations
Event Room 

Lectures Henry Center A169
Poster Sessions Henry Center B106 and B107
Continental Breakfast Henry Center Atrium
Breaks Henry Center Atrium
Lunches Henry Center Atrium
Welcome Reception and Dinner on July 6 Henry Center Atrium
Dinner on July 7 Henry Center Atrium
Dinner on July 8 Henry Center Atrium
Concert on July 8 Henry Center Atrium
BBQ Dinner on July 9 Henry Center Atrium
Banquet Reception and Dinner on July 10 University Club Dining Room
CMOA Prize Ceremony University Club Dining Room
Dinner on July 11 Henry Center Atrium
Registration and Help Desk Henry Center Lobby

In addition to the above events, the Four Seasons Lounge in the Henry center will be open from 
8:00 pm to midnight from July 6 to July 11.
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