Equition of contrinuty fo $\psi^{*} \psi$
QM is characteryed vic the Sehiodingen eqentern

$$
-\frac{\hbar}{c} \frac{\partial \psi}{\partial t}=H \psi
$$

whese $H=-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(s)$ "Hamiltonion"
and we, work in the corvdinito represantitise,

$$
\nabla^{2}=\frac{\partial x^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}} \quad V=V(x, y, z) \quad \psi=\psi(x, y, z, t)
$$

where $x, y z^{z}$ are the corradinnten of the pantice ane are considering,

We will postulit/"derime" this leter. But, it is probaly fomiliar to you from $a$ prenome cowise. (Atter cll, $m a=F, F=-d v / d x$ is alm a postulate) $a=d^{2} x / d t^{2}$ )

The probelibly interpretilem of QM sope that $\left(d \times d, d_{0}\right) \psi^{*} \psi$ is the probililig 7 observing the particee in the volume $d x d y d z$ at tire $t$,

- $\psi$ is a complex fumotorn, in genoul. $\psi^{*}$ is its compex conjugete (c, c.): $\psi=\psi_{\text {re }}+i \psi_{i n} ;\left(\psi_{\text {re, }}, \psi_{i m}\right.$ rarts) $\psi^{*} \psi=\left(\psi_{\text {re }}-i \psi_{\text {in }}\right.$ Since a function $\otimes$ contax congyt funation is reel). $\psi^{*} \psi$ is real and can be a probtility,
Probbilities can be normeged, to we raquere

$$
\int d x d y d z \psi^{*} \psi=1
$$

$$
=x_{r e}^{2}+x_{i u} \geq 0
$$

The partick, ot tare $t$, mast be somponher, to we get the whole" particle by interntion wa ale shacé

$$
\begin{aligned}
& x\left(r_{r 2}+i q_{i n}\right) \\
& =\psi_{k}^{2}+-i \psi_{n} k_{k} \\
& +i M_{m} Y_{i n}+K_{2}^{2}
\end{aligned}
$$

We can toke the cis, of the Schvordingen eq,

$$
H \psi^{*}=\frac{t}{i} \frac{\partial \psi^{k}}{\partial t}
$$

whe thet $i \equiv \sqrt{-1}$ ane $i^{*}=-i$
note, thit $H^{*}=H$ a so-caled Hermution operator - we will duscuss this in more detail laten.

The finst thing we wirel do is get a comonotum is probebiby lowr. It will be wreque for doscussing how a quantrm paiticle behoves in a potantiol Almo for connection to clarncel mechonics.

A conservition of probebilitg equetio has th general form (notetion $\underline{a} \cdot \underline{b}=a_{x} b_{x}+a_{y} b_{y}+a_{z} b_{z}=\sum_{\alpha=1}^{3} a_{\alpha} b_{\alpha}(\alpha a x, y, z)$ ) $\binom{$ See e.g. Aifken for mithematico o }{$D$ and for consewnilure eq }
$\rho=\psi^{*} \psi \quad j$ is "flux" (probenbilty cursout donsit)"
Considen a surface (in $x, y, z$-space) The flex vector of is
 drawn, olong with the novmel vecter (unit vectr) $\hat{n}$ to the sulfce of that "point" (deprerential area)
j. $\hat{n}$ guen amount (of powtrieg) $/ \mathrm{cm}^{2}$-sec that exithlenters, at time $t$, per unit time.


Lets get $\frac{\partial}{\partial t}\left(\psi^{*} \psi\right)$.

$$
\begin{aligned}
& -\frac{\hbar}{i} \frac{\partial}{\partial t}\left(\psi^{*} \psi\right)=-\frac{\hbar}{i}\left[\psi^{*} \frac{\partial \psi}{\partial t}+\psi \frac{\partial \psi^{*}}{\partial t}\right]=\frac{-\hbar}{i}\left[\psi^{*}\left(\frac{-i}{\hbar} H \psi\right)+\psi\left(\frac{j}{\hbar} H \psi^{*}\right)\right] \\
& \quad=\psi^{*} H \psi-\psi H \psi^{*}
\end{aligned}
$$

sut. in $\cdot H=\frac{-\hbar^{2}}{2 m} \nabla^{2}+V$
$-\frac{t}{i} \frac{\partial}{\partial t}\left(\psi^{*} \psi\right)=-\frac{\hbar^{2}}{2^{m}}\left(\psi^{*} \nabla^{2} \psi-\psi \nabla^{2} \psi^{*}\right)$, (V part cancelo)
Hant to werte rhs as a divergence.
It is

$$
\begin{aligned}
\underline{\nabla} \cdot\left(\psi^{*} \nabla \psi-\psi \nabla \psi^{*}\right) & =\nabla \psi^{*} \nabla \psi+\psi^{*} \nabla^{2} \psi-\nabla \psi \nabla \psi^{*}-\psi \nabla^{2} \psi^{*} \\
& =\psi^{*} \nabla^{2} \psi-\psi \nabla^{2} \psi^{*}
\end{aligned}
$$

So

$$
\begin{aligned}
& -\frac{\hbar}{i} \frac{\partial}{\partial t} \rho=-\frac{\hbar^{2}}{2 m} \underline{D} \cdot\left(\psi^{*} D \psi-\psi D \psi^{*}\right)=+\frac{\hbar}{i} \frac{\hbar}{2 m c} \nabla \cdot\left(\psi^{*} D \psi-\psi D \psi^{*}\right) \\
& =\sqrt{\frac{\partial \rho}{\partial t}+\underline{D} \cdot \underline{j}=0 \text { with } \quad \underline{j}=\frac{\hbar}{2 m i}\left(\psi^{*} D \psi-\psi D \psi^{*}\right)}
\end{aligned}
$$

If we multiry of $m$, the partica hoss we get a mass denaty $p_{m}=m p$

So contenunty eq, is thet of hass comervition
Muetify. y e, partice chavge, get comewation or chage boyi. in hypiondyn $\vec{J}=S \cdot \vec{v}$

The total momentum of the Sehrödingen "field" is

$$
\underline{P}=\int d x d y d z \underline{g}=\frac{\hbar}{2 i} \int d x d y d z\left(\psi^{*} \underline{\nabla} \psi-\psi \underline{\nabla} \psi^{*}\right)
$$

Integrite te second term $b$ ports. Le $d z \equiv d x d y d o$

$$
\int d \tau \sim \psi \nabla \psi^{*}=\int a r \nabla\left(\psi \psi^{*}\right)-\int d \tau \psi^{*} \nabla \psi
$$

But $\int \operatorname{der} \nabla\left(\psi x^{*}\right)=\left.\left(4 \psi^{*}\right)\right|_{\text {evehate on fomenina } \rightarrow \infty} \rightarrow \infty$
Assine $\psi \rightarrow 0$ as boumely $\rightarrow \infty$ so this term vemisk.
(Noto thet me ansmed $\psi$ is normaligeble from the outset)
Teapoo, $\underline{p}=\frac{\hbar}{i}\left(\int d x d y d z \psi^{*} \nabla \psi+\int a r \psi^{*} \nabla \psi\right)=\frac{\hbar}{i} \int d r \psi^{*} \nabla \psi, \hat{A}$ operatr
Sine expectation velees in $Q M$ are defined as $\left.\right|^{A}\langle\hat{A}\rangle=\int d \tau \psi^{*} \hat{A} \psi$, this motivates defienition of movention opecotite.

$$
\hat{p}=\frac{\hbar}{i} \underline{\nabla}
$$

with two arbitrary functions $u$ and $v$, both complex and only chosen so that the integrals exist. With $\Omega$ the operator (7.3) and $\alpha$ real, this yields
$\frac{\hbar}{i} \int d^{3} x u^{*}\left[(1-\alpha) x \frac{\partial v}{\partial x}+\alpha \frac{\partial(x v)}{\partial x}\right]=-\frac{\hbar}{i} \int d^{3} x\left[(1-\alpha) x \frac{\partial u^{*}}{\partial x}+\alpha \frac{\partial\left(x u^{*}\right)}{\partial x}\right] v$
or

$$
\int d^{3} x u^{*}\left[x \frac{\partial v}{\partial x}+\alpha v\right]=-\int d^{3} x\left[x \frac{\partial u^{*}}{\partial x}+\alpha u^{*}\right] v .
$$

Reordering leads on to

$$
\int d^{3} x x \frac{\partial}{\partial x}\left(u^{*} v\right)=-2 \alpha \int d^{3} x u^{*} v
$$

or, by partial integration on the left-hand side, to

$$
-\int d^{3} x u^{*} v=-2 \alpha \int d^{3} x u^{*} v
$$

which, of course, yields the result of $\alpha=\frac{1}{2}$, Eq. (7.5), again.

## Problem 8. Derivatives of an operator

Let $f(p, x)$ be an integer function of the operators $p_{k}, x_{k}$. Then the general relations

$$
\begin{equation*}
\frac{\partial f}{\partial x_{k}}=-\left[f, p_{k}\right] \tag{8.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial f}{\partial p_{k}}=\left[f, x_{k}\right] \tag{8.2}
\end{equation*}
$$

with the abbreviation

$$
[f, g]=\frac{i}{\hbar}(f g-g f)
$$

shall be derived from the commutation rules.
Solution. The commutation rules are

$$
\begin{equation*}
\left[p_{k}, p_{l}\right]=0 ; \quad\left[x_{k}, x_{l}\right]=0 ; \quad\left[p_{k}, x_{l}\right]=\delta_{k l} \tag{8.3}
\end{equation*}
$$

From these we construct (8.1) and (8.2) in four consecutive steps:

1. Let $f=p_{l}$, then we have $\partial f / \partial x_{k}=0$ and $\partial f / \partial p_{k}=\delta_{k l}$. Hence, Eqs. (8.1) and (8.2) become $\left[p_{k}, p_{l}\right]=0$ and $\left[p_{l}, x_{k}\right]=\delta_{k l}$; i.e. they are satisfied according to (8.3). In the same way, for $f=x_{l}, \partial f / \partial x_{k}=\delta_{k l}$, $\partial \int / \partial p_{k}=0$, they may be proved to hold.
2. Let (8.1) and (8.2) hold for two functions $f$ and $g$. Then they hold as well for any linear combination $c_{1} f+c_{2} g$ with complex numbers $c_{1}$ and $c_{2}$, in consequence of their linearity.
3. With $f$ and $g$, they hold for the product $f g$. For (8.1) this is easily checked by direct computation:

$$
\begin{aligned}
\frac{\partial}{\partial x_{k}}(f g) & =f \frac{\partial g}{\partial x_{k}}+\frac{\partial f}{\partial x_{k}} g=-\left\{f\left[g, p_{k}\right]+\left[f, p_{k}\right] g\right\} \\
& =-\frac{i}{\hbar}\left\{f g p_{k}-f p_{k} g+f p_{k} g-p_{k} f g\right\}=-\left[f g, p_{k}\right]
\end{aligned}
$$

with the two central terms cancelling. An analogous computation is easily performed to prove (8.2).
4. It then follows that the relations hold for any linear combination of products consisting of an arbitrary number of $p_{k}$ 's and $x_{k}$ 's, i.e. for any integer function in these variables, as had to be proved.

## Problem 9. Time rate of an expectation value

Let $\langle A\rangle$ be the expectation value of an operator not explicitly dependent upon time in a time dependent state $\psi$. How does $\langle A\rangle$ change with time? What follows for $\left\langle x_{k}\right\rangle$ and $\left\langle p_{k}\right\rangle$ ?

Solution. The expectation value

$$
\begin{equation*}
\langle A\rangle=\langle\psi| A|\psi\rangle=\int d \tau \psi^{*}(t) A \psi(t) \tag{9.1}
\end{equation*}
$$

has the time rate

$$
\begin{equation*}
\frac{d}{d t}\langle A\rangle=\int d \tau\left\{\psi^{*} A \psi+\psi^{*} A \psi\right\} \tag{9.2}
\end{equation*}
$$

The time derivatives of the two wave functions $\psi$ and $\psi^{*}$ satisfy the Schrödinger equations

$$
\begin{equation*}
-\frac{\hbar}{i} \psi=H \psi ; \quad \frac{\hbar}{i} \psi^{*}=H^{\dagger} \psi^{*} \tag{9.3}
\end{equation*}
$$

with the hamiltonian operator $H$ being hermitian: $H=H^{\dagger}$. Putting (9.3) into (9.2), we find

$$
\frac{d}{d t}\langle A\rangle=\frac{i}{\hbar} \int d \tau\left\{\left(H^{\dagger} \psi^{*}\right) A \psi-\psi^{*} A H \psi\right\}
$$

or, in Hilbert space notation,

$$
\begin{equation*}
\frac{d}{d t}\langle A\rangle=\frac{i}{\hbar}\{\langle H \psi \mid A \psi\rangle-\langle\psi \mid A H \psi\rangle\} \tag{9.4}
\end{equation*}
$$

## I. General Concepts

## Problem 1. Law of probability conservation

If the normalization relation

$$
\begin{equation*}
\int d^{3} x \psi^{*} \psi=1 \tag{1.1}
\end{equation*}
$$

is interpreted in the sense of probability theory, so that $d^{3} x \psi^{*} \psi$ is the probability of finding the particle under consideration in the volume element $d^{3} x$, then there must be a conservation law. This is to be derived. How may it be interpreted classically?

$\underline{S} \sim H / \mathrm{cm}^{2} \cdot \mathrm{sec}$

Solution. The conservation law sought must have the form of an equation of continuity,

$$
\begin{equation*}
\operatorname{div} s+\frac{\partial \rho}{\partial t}=0 \tag{1.2}
\end{equation*}
$$

with

$$
\begin{equation*}
\rho=\psi^{*} \psi \tag{1.3}
\end{equation*}
$$

the probability density, and $s$ the probability current density. As $\rho$ is a bilinear form of $\psi$ and its complex conjugate, Eq. (1.2) can be constructed only by a combination of the two Schrödinger equations

$$
\begin{equation*}
H \psi=-\frac{\hbar}{i} \frac{\partial \psi}{\partial t} ; \quad H \psi^{*}=\frac{\hbar}{i} \frac{\partial \psi^{*}}{\partial t} \tag{1.4}
\end{equation*}
$$

with the hamiltonian

$$
\begin{equation*}
H=-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(r) \tag{1.5}
\end{equation*}
$$

the same for both equations. Thus we find

$$
\psi^{*} H \psi-\psi H \psi^{*}=-\frac{\hbar}{i} \frac{\partial \rho}{\partial t} .
$$

According to (1.2) it ought to be possible to write the left-hand side in the form of a divergence. Indeed we have
use explicit Sics.
$\psi^{*} H \psi-\psi H \psi^{*}=-\frac{\hbar^{2}}{2 m}\left(\psi^{*} \nabla^{2} \psi-\psi \nabla^{2} \psi^{*}\right)=-\frac{\hbar^{2}}{2 m} \operatorname{div}\left(\psi^{*} \nabla \psi-\psi \nabla \psi^{*}\right)$
so that we may identify

$$
\begin{equation*}
s=\frac{\hbar}{2 m i}\left(\psi^{*} \nabla \psi-\psi \nabla \psi^{*}\right) . \tag{1.6}
\end{equation*}
$$

Classical interpretations may be arrived at as follows. If the quantities $\rho$ and $s$ are both multiplied by $m$, the mass of the particle, we obtain mass density $\rho_{m}$ and momentum density $g$ :

$$
\begin{equation*}
\rho_{m}=m \rho ; \quad g=m s, \quad q \sim m / \mathrm{cm}^{2} \cdot \operatorname{sen} \tag{1.7}
\end{equation*}
$$

and the equation of continuity may be interpreted as the law of mass conservation. In the same way, multiplication by the particle charge, $e$, yields charge density $\rho_{e}$ and electric current density $j$ :

$$
\begin{equation*}
\rho_{e}=e \rho ; \quad j=e s, \tag{1.8}
\end{equation*}
$$

and (1.2) becomes the law of charge conservation.
It is remarkable that the conservation laws of both mass and charge are essentially identical. This derives from the fact that one particle by its convection current causes both.

The expression for the total momentum of the Schrodinger field, derived from (1.6) and (1.7),

$$
p=\int d^{3} \times g=\frac{\hbar}{2 i} \int d^{3} x\left(\psi^{*} \nabla \psi-\psi \nabla \psi^{*}\right),
$$

may by partial integration in the second term be reduced to

$$
\begin{equation*}
p=\int d^{3} x \psi^{*}\left(\frac{h}{i} \nabla\right) \psi \tag{1.9}
\end{equation*}
$$

corresponding to its explanation as the expectation value of the momentum operator $(\hbar / i) \nabla$ in the quantum state $\psi($ cf. Problem 3$)=\hat{p}=\hbar \nabla$

## Problem 2. Variational principle of Schrödinger

To replace the Schrödinger equation

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi+V(r) \psi=E \psi \tag{2.1}
\end{equation*}
$$

by a variational principle for the energy.

Solution. Since the constraint

$$
\begin{equation*}
\int d^{3} x \psi^{*} \psi=1 \tag{2.2}
\end{equation*}
$$

holds for any solution $\psi$ of the differential equation (2.1), the energy will be found by multiplying (2.1) with $\psi^{*}$ and integrating over the whole space:

$$
\begin{equation*}
E=\int d^{3} x \psi^{*}\left\{-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi+V(r) \psi\right\} . \tag{2.3}
\end{equation*}
$$

A partial integration in the first term yields, according to Green's law,

$$
\begin{equation*}
\int d^{3} x \psi^{*} \nabla^{2} \psi=\oint d f \cdot \psi^{*} \nabla \psi-\int d^{3} x \nabla \psi^{*} \cdot \nabla \psi . \tag{2.4}
\end{equation*}
$$

Now, the normalization integral (2.2) exists only if, at large distances $r$, the solution $\psi$ vanishes at least as

$$
\psi \propto r^{-\frac{3}{2}-\varepsilon} ; \quad \varepsilon>0 .
$$

Under this condition, however, the surface integral in (2.4) vanishes when taken over an infinitely remote sphere so that (2.3) may be written

$$
\begin{equation*}
E=\int d^{3} x\left\{\frac{\hbar^{2}}{2 m} \nabla \psi^{*} \cdot \nabla \psi+\psi^{*} V(\mathbf{r}) \psi\right\} . \tag{2.5}
\end{equation*}
$$

This equation is completely symmetrical in the functions $\psi$ and $\psi^{*}$, as is the normalization (2.2), so that it might equally well have been derived from the complex conjugate of Eq. (2.1),

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi^{*}+V(r) \psi^{*}=E \psi^{*} \tag{*}
\end{equation*}
$$

It would not be difficult to show that (2.1) and (2.1*) are the Euler equations of the variational problem to extremize the integral (2.5) with the constraint (2.2). We shall, however, make no use of the apparatus of variational theory and prefer a direct proof, instead.

Let $\psi_{\lambda}$ be a solution of (2.1) that belongs to its eigenvalue $E_{\lambda}$. It will give the integral (2.5) the value $E_{\lambda}$. Let us then replace $\psi_{\lambda}$ by a neighbouring function $\psi_{\lambda}+\delta \psi$ with $|\delta \psi|$ being small but arbitrary, except for (2.2) still to hold for $\psi_{\lambda}+\delta \psi$ as well as for $\psi_{\lambda}$ :

$$
\int d^{3} x\left(\psi_{\lambda}^{*}+\delta \psi^{*}\right)\left(\psi_{\lambda}+\delta \psi\right)=1
$$

and therefore

$$
\begin{equation*}
\int d^{3} x\left(\psi_{\lambda} \delta \psi^{*}+\psi_{\lambda}^{*} \delta \psi\right)+\int d^{3} x \delta \psi^{*} \delta \psi=0 \tag{2.6}
\end{equation*}
$$

Setting $\psi_{\lambda}+\delta \psi$ into the energy integral (2.5), the energy becomes $E_{\lambda}+\delta E_{\lambda}$ with

$$
\begin{align*}
\delta E_{\lambda}= & \int d^{3} x\left\{\frac{\hbar^{2}}{2 m}\left(\nabla \psi_{\lambda}^{*} \cdot \nabla \delta \psi+\nabla \psi_{\lambda} \cdot \nabla \delta \psi^{*}\right)+V\left(\psi_{\lambda} \delta \psi^{*}+\psi_{\lambda}^{*} \delta \psi\right)\right\} \\
& +\int d^{3} x\left\{\frac{\hbar^{2}}{2 m} \nabla \delta \psi^{*} \cdot \nabla \delta \psi+V \delta \psi^{*} \delta \psi\right\} . \tag{2.7}
\end{align*}
$$

Here the first-order changes stand in the first, and the second-order changes in the second line. By partial integration in the sense opposite to the one above we fall back, in the first line, on $\delta \psi \nabla^{2} \psi_{\lambda}^{*}$ and $\delta \psi^{*} \nabla^{2} \psi_{\lambda}$ where (2.1) and (2.1*) may be used to eliminate the derivatives. E.g. we then have

$$
\int d^{3} x\left\{\frac{\hbar^{2}}{2 m} \nabla \psi_{\lambda}^{*} \cdot \nabla \delta \psi+V \psi_{\lambda}^{*} \delta \psi\right\}=E_{\lambda} \int d^{3} x \delta \psi \psi_{\lambda}^{*},
$$

so that with the help of Eq. (2.6), the first line of (2.7) may finally be reduced to second-order contributions only:

$$
\begin{equation*}
\delta E_{\lambda}=\int d^{3} x\left\{\frac{\hbar^{2}}{2 m}|\nabla \delta \psi|^{2}+\left(V-E_{\lambda}\right)|\delta \psi|^{2}\right\} . \tag{2.8}
\end{equation*}
$$

Since no linear contribution in $\delta \psi$ or $\delta \psi^{*}$ remains, $E_{\lambda}$ clearly is a maximum or a minimum for $\delta \psi=0$, i.e. for $\psi_{\lambda}$ being a solution of the Schrödinger equation. Whether we get a maximum or a minimum will be decided by the sign of (2.8).

To get some insight into this last question we make use of the set $\left\{\psi_{v}\right\}$ of solutions to (2.1) to form a complete orthogonal system of functions,

$$
\begin{equation*}
\int d^{3} x \psi_{\mu}^{*} \psi_{v}=\delta_{\mu v} . \tag{2.9}
\end{equation*}
$$

We then expand $\delta \psi$ with respect to this system:

$$
\begin{equation*}
\delta \psi=\sum_{v} c_{v} \psi_{v} \tag{2.10}
\end{equation*}
$$

Eq. (2.8) then renders

$$
\begin{aligned}
\delta E_{\lambda} & =\sum_{\mu} \sum_{v} c_{\mu}^{*} c_{v} \int d^{3} x\left\{\frac{\hbar^{2}}{2 m} \nabla \psi_{\mu}^{*} \cdot \nabla \psi_{\nu}+\left(V-E_{\lambda}\right) \psi_{\mu}^{*} \psi_{\nu}\right\} \\
& =\sum_{\mu} \sum_{\nu} c_{\mu}^{*} c_{v} \int d^{3} x \psi_{\mu}^{*}\left\{-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi_{v}+\left(V-E_{\lambda}\right) \psi_{\nu}\right\}
\end{aligned}
$$

or, using (2.1) and (2.9):

$$
\begin{equation*}
\delta E_{\lambda}=\sum_{\mu}\left|c_{\mu}\right|^{2}\left(E_{\mu}-E_{\lambda}\right) . \tag{2.11}
\end{equation*}
$$

If $E_{\lambda}$ is the ground state, we have $E_{\mu} \geqslant E_{\lambda}$ for all states $\mu$, so that the sum (2.11) is positive. The variational principle therefore makes $E_{\lambda}$ a minimum. No such general rule can be established for excited states where the sum (2.11) consists of positive and negative terms.

## Problem 3. Classical mechanics for space averages

To show that Newton's fundamental equation of classical dynamics,

$$
\begin{equation*}
\frac{d p}{d t}=F, \tag{3.1}
\end{equation*}
$$

with $\boldsymbol{p}$ the momentum of, and $F$ the force acting upon the particle, still holds for the space averages (expectation values) of the corresponding operators in quantum mechanics.

Solution. If the force $\boldsymbol{F}$ derives from a potential, $\boldsymbol{F}=-\nabla V$, and momentum is replaced by the operator $(\hbar / i) \nabla$, then the two space averages in Eq. (3.1) are defined by

$$
\begin{align*}
& \boldsymbol{p}=\frac{\hbar}{i} \int d^{3} x \psi^{*} \nabla \psi  \tag{3.2}\\
& \boldsymbol{F}=-\int d^{3} x \psi^{*}(\nabla V) \psi . \tag{3.3}
\end{align*}
$$

Our task then is to prove that (3.1) is valid for the integrals (3.2) and (3.3) if $\psi$ and $\psi^{*}$ satisfy the Schrödinger equations

$$
\left.\begin{array}{l}
-\frac{\hbar}{i} \frac{\partial \psi}{\partial t}=-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi+V \psi ;  \tag{3.4}\\
+\frac{\hbar}{i} \frac{\partial \psi^{*}}{\partial t}=-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi^{*}+V \psi^{*} .
\end{array}\right\}
$$

We start our proof with the time derivative of Eq. (3.2):

$$
\dot{p}=\frac{\hbar}{i} \int d^{3} x\left(\psi^{*} \nabla \psi+\psi^{*} \nabla \psi\right)=\frac{\hbar}{i} \int d^{3} x\left(\psi^{*} \nabla \psi-\psi \nabla \psi^{*}\right)
$$

where the surface contribution of the partial integration in the last term vanishes and has been omitted. Replacing $\psi^{*}$ and $\psi$ according to (3.4), we may proceed to

$$
\begin{aligned}
& \text { Homewrkv does those steps, so go from } \\
& \text { here to 3.p }
\end{aligned}
$$

$$
\begin{align*}
\dot{p}= & -\frac{\hbar^{2}}{2 m} \int d^{3} x\left(\nabla^{2} \psi^{*} \nabla \psi+\nabla^{2} \psi \nabla \psi^{*}\right) \\
& +\int d^{3} x\left(\psi^{*} V \nabla \psi+V \psi \nabla \psi^{*}\right) \tag{3.5}
\end{align*}
$$

A partial integration,

$$
\int d^{3} x \nabla^{2} \psi^{*} \nabla \psi=-\int d^{3} x \nabla \psi^{*} \nabla^{2} \psi
$$

shows that the two terms of the first integral cancel each other out. In the other integral of Eq. (3.5) we perform a partial integration in the last term,

$$
\dot{p}=\int d^{3} x \psi^{*}\{V \nabla \psi-\nabla(V \psi)\}
$$

Making use of

$$
\nabla(V \psi)=V \nabla \psi+\psi \nabla V
$$

we finally arrive at

$$
\dot{p}=-\int d^{3} x \psi^{*}(\nabla V) \psi=\boldsymbol{F},
$$

as was to be proved.
$N_{1} B$. This is not classical relation. Classical is $\dot{p}=-F(\langle\mu\rangle)$ where $\left.\langle F\rangle \equiv \int \alpha^{3} x p(x) \mid-\underline{I V}(x)\right):=f(\langle x\rangle)=F\left(\int d^{3} x p(x) x\right)$. True Problem 4. Classical laws for angular motion

To show that the classical relation between angular momentum $L=r \times p$ and torque $\boldsymbol{T}=\boldsymbol{r} \times \boldsymbol{F}$ (where $p$ stands for linear momentum and $F$ for force),
mention this $\quad \frac{d L}{d t}=T$,
still holds for the space averages in quantum mechanics.
Solution. As in the preceding problem, we start by constructing the space averages

$$
\begin{equation*}
L=\frac{\hbar}{i} \int d^{3} x \psi^{*}(r \times \nabla) \psi \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
T=-\int d^{3} x \psi^{*}(r \times \nabla V) \psi \tag{4.3}
\end{equation*}
$$

The wave functions, $\psi$ and $\psi^{*}$, are again supposed to satisfy the Schrödinger equations (3.4).

We begin the proof of Eq. (4.1) by differentiating $L$, Eq. (4.2):

$$
\dot{L}=\frac{\hbar}{i} \int d^{3} x\left\{\psi^{*}(r \times \nabla \psi)+\psi^{*}(r \times \nabla \psi)\right\}
$$

In the second term we use the identity

$$
\psi^{*} \nabla \psi=\nabla\left(\psi^{*} \psi\right)-\psi \nabla \psi^{*}
$$

to the first term of which we apply the general vector rule

$$
\begin{equation*}
\int d^{3} x r \times \nabla f=0 \tag{4.4}
\end{equation*}
$$

with $f=\psi^{*} \psi$. Thus we arrive at

$$
\dot{L}=\frac{\hbar}{i} \int d^{3} \times r \times\left(\psi^{*} \nabla \psi-\psi \nabla \psi^{*}\right)
$$

where we replace the time derivatives $\psi^{*}$ and $\psi$ according to (3.4):

$$
\begin{align*}
L= & -\frac{\hbar^{2}}{2 m} \int d^{3} \times r \times\left(\nabla^{2} \psi^{*} \nabla \psi+\nabla^{2} \psi \nabla \psi^{*}\right) \\
& +\int d^{3} \times V r \times\left(\psi^{*} \nabla \psi+\psi \nabla \psi^{*}\right) \tag{4.5}
\end{align*}
$$

Now, in the first integral, the bracket

$$
\nabla^{2} \psi^{*} \nabla \psi+\nabla^{2} \psi \nabla \psi^{*}=\nabla\left(\nabla \psi^{*} \cdot \nabla \psi\right)
$$

is the gradient of the scalar function $f=\nabla \psi^{*} \cdot \nabla \psi$ so that, according to (4.4), this integral vanishes. In the second integral, the bracket is equal to $\nabla\left(\psi^{*} \psi\right)$. We then use the identity

$$
V \nabla\left(\psi^{*} \psi\right)=\nabla\left(V \psi^{*} \psi\right)-\psi^{*} \psi \nabla V
$$

and for $f=V \psi^{*} \psi$ again the vector rule (4.4). Then the integral becomes finally

$$
\int d^{3} x \cdot r \times\left[V \nabla\left(\psi^{*} \psi\right)\right]=-\int d^{3} x r \times\left(\psi^{*} \psi \nabla V\right)
$$

i. e. it becomes identical with the torque average (4.3), as was to be proved.

Show that Newton's equation of classical dyrumies

$$
d \underline{p} / d t=F
$$

hold for expectation wither of the correapirinding opoctios of momentum $\hat{p}$ and free $\vec{F}$ in $9 \cap$,

Assume . F arises from a potential V

$$
\underline{F}=-\underline{\nabla} V
$$

Assume momentum is replaced by the momentum operator $\frac{5}{i} D$.

The two expectation values are defined by

$$
\begin{aligned}
& \langle\underline{p}\rangle=\frac{\hbar}{i} \int d \tau \psi^{*} \underline{\nabla} \psi \quad d \tau=d x d y d \tau \\
& \langle F\rangle=-\int a \tau \psi^{*} \underline{D V} \quad
\end{aligned}
$$

Once again consider the Sehvidingen equation and its C.C.

$$
-\frac{\hbar}{i} \frac{\partial \psi}{\partial t}=-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi+V \psi ; \quad-\frac{\hbar}{i} \frac{\partial \psi^{*}}{\partial t}=-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi^{*}+V \psi^{*}
$$

Lets look at time deruratioi of $p$ equetwi $\frac{d}{d t} A \equiv A$

$$
\langle\dot{p}\rangle=\frac{\hbar}{i} \int d z\left(\dot{\psi}^{*} \nabla \psi+\psi^{*} \nabla \dot{\psi}\right)
$$

In lest term, integrate by parts (in space dometros of course) and drip boundary term once again assuming normalyapa Verwefunction.

Then $\langle\dot{p}\rangle=\frac{t}{i} \int a \tau\left(\dot{\psi}^{*} \nabla \psi-\dot{\psi} \nabla \psi^{*}\right)$
In homaran 1.7 you will substitute in $\dot{\psi}$ in terms 8 $H$, write out as $K E+P E$ parts and do integratuig parts on both the KE $+P E$ parts to get

$$
\langle\underline{p}\rangle=-\int d r \psi^{*}\{V \nabla \psi-\nabla(V \psi)\}
$$

Then use $\underline{D}(V \psi)=V \underline{\nabla}+\psi \underline{V}$ so

$$
\begin{aligned}
& \langle\dot{p}\rangle=-\int d \tau \psi^{*}\{V \nabla \psi-V \nabla \psi+r \psi \nabla V\} \\
& \langle\dot{p}\rangle=-\int a z \psi^{*}(\nabla V) \psi=\langle F\rangle
\end{aligned}
$$

whiner is Nenton-luie in the if has the foyer of Newton lout is for the expecteten values

NOTE: This is not classical equectio of motion Classical is $\quad \dot{p}=-F(\langle\underline{r}\rangle)$
meany when $\rho$, prot danny is very concentrates in space we can replace expectation value of sone function of $I$ by the function of the expectation wale of $上$.

Similar to rand overages.

$$
\left\langle x^{n}\right\rangle \approx\langle x\rangle^{n} \text { if } p(x) \text { is very concentucer, }
$$

## Problem 5. Energy conservation law

If the energy content of a Schrödinger wave field is described by the space integral (2.5) of problem 2, the law of energy conservation should be of the form

$$
\begin{equation*}
\frac{\partial W}{\partial t}+\operatorname{div} S=0 \tag{5.1}
\end{equation*}
$$

with $W$ the energy density and $S$ the energy flux vector. This law shall by derived by constructing the flux vector $S$.

Solution. We have found in (2.5) that
with

$$
\begin{equation*}
E=\int d^{3} x W \tag{5.2}
\end{equation*}
$$

$$
\begin{equation*}
W=\frac{\hbar^{2}}{2 m} \nabla \psi^{*} \cdot \nabla \psi+\psi^{*} V \psi \tag{5.3}
\end{equation*}
$$

where the first term is the kinetic, the second the potential energy density. According to Eq. (5.1) we need the derivative

$$
\begin{equation*}
\dot{W}=\frac{\hbar^{2}}{2 m}\left(\nabla \psi^{*} \cdot \nabla \psi+\nabla \psi^{*} \cdot \nabla \psi\right)+V\left(\psi^{*} \psi+\psi^{*} \psi\right) . \tag{5.4}
\end{equation*}
$$

Since

$$
\nabla \psi^{*} \nabla \psi=\nabla\left(\psi^{*} \nabla \psi\right)-\psi^{*} \nabla^{2} \psi
$$

and

$$
\nabla \psi^{*} \nabla \psi=\nabla\left(\psi \nabla \psi^{*}\right)-\psi \nabla^{2} \psi^{*}
$$

we can reshape the kinetic energy part of (5.4) and write

$$
\begin{align*}
\dot{W}=\nabla\left\{\frac{\hbar^{2}}{2 m}\left(\psi^{*} \nabla \psi+\psi \nabla \psi^{*}\right)\right\} & -\frac{\hbar^{2}}{2 m} \psi^{*} \nabla^{2} \psi-\frac{\hbar^{2}}{2 m} \psi \nabla^{2} \psi^{*} \\
& +\psi^{*} V \psi+\psi V \psi^{*} . \tag{5.5}
\end{align*}
$$

In the last terms, use of the Schrödinger equations (3.4) permits us to replace space derivatives and potential by time derivatives. The resulting terms

$$
\psi^{*}\left(-\frac{\hbar}{i} \psi\right)+\psi\left(\frac{\hbar}{i} \dot{\psi}^{*}\right)=0
$$

exactly cancel so that Eq. (5.5) indeed is of the form (5.1) to be proved with

$$
\begin{equation*}
S=-\frac{\hbar^{2}}{2 m}\left(\psi^{*} \nabla \psi+\psi \nabla \psi^{*}\right) \tag{5.6}
\end{equation*}
$$

the energy flux vector.

## Problem 6. Hermitian conjugate

The hermitian conjugate $\Omega^{\dagger}$ of an operator $\Omega$ is defined by

$$
\begin{equation*}
\int d \tau(\Omega \psi)^{*} \varphi=\int d \tau \psi^{*} \Omega^{\dagger} \varphi \tag{6.1a}
\end{equation*}
$$

or, in Hilbert space notation,

$$
\begin{equation*}
\langle\Omega \psi \mid \varphi\rangle=\left\langle\psi \mid \Omega^{\dagger} \varphi\right\rangle \tag{6.1b}
\end{equation*}
$$

with $\psi$ and $\varphi$ any two functions normalized according to

$$
\begin{equation*}
\langle\psi \mid \psi\rangle=1 ; \quad\langle\varphi \mid \varphi\rangle=1 . \tag{6.2}
\end{equation*}
$$

This definition shall be translated into a matrix relation. What follows for the eigenvalues of a hermitian operator defined by $\Omega=\Omega^{\dagger}$ ?

Solution. The matrix of an operator is defined with respect to a complete set of orthonormal functions, $\left\{u_{v}\right\}$ :

$$
\begin{equation*}
\left\langle u_{\nu} \mid u_{\mu}\right\rangle=\delta_{\mu \nu} . \tag{6.3}
\end{equation*}
$$

The arbitrary, but normalized functions $\psi$ and $\varphi$ then may be expanded,

$$
\begin{equation*}
\psi=\sum_{v} a_{v} u_{v}, \quad \varphi=\sum_{\mu} b_{\mu} u_{\mu} . \tag{6.4}
\end{equation*}
$$

Putting (6.4) into (6.1), we get

$$
\sum_{\mu} \sum_{v} a_{v}^{*} b_{\mu}\left\langle\Omega u_{v} \mid u_{\mu}\right\rangle=\sum_{\mu} \sum_{v} a_{v}^{*} b_{\mu}\left\langle u_{v} \mid \Omega^{\dagger} u_{\mu}\right\rangle
$$

and, since this is supposed to hold for any pair $\psi, \varphi$, it must hold for each term separately,

$$
\begin{equation*}
\left\langle\Omega u_{v} \mid u_{\mu}\right\rangle=\left\langle u_{v} \mid \Omega^{\dagger} u_{\mu}\right\rangle \tag{6.5}
\end{equation*}
$$

We now use the set $\left\{u_{v}\right\}$ for matrix definition, writing the right-hand side of (6.5)

$$
\left\langle u_{v}\right| \Omega^{\dagger}\left|u_{\mu}\right\rangle=\left(\Omega^{\dagger}\right)_{\mu v} .
$$

The left-hand side may be reshaped as follows

$$
\left\langle\Omega u_{v} \mid u_{\mu}\right\rangle=\int d \tau\left(\Omega u_{v}\right)^{*} u_{\mu}=\left\{\int d \tau u_{\mu}^{*}\left(\Omega u_{v}\right)\right\}^{*}=\left\langle u_{\mu} \mid \Omega u_{v}\right\rangle^{*}=\Omega_{\nu \mu}^{*}
$$

Hence, it follows from (6.5) for the matrix elements of $\Omega$ and $\Omega^{\dagger}$ that

$$
\begin{equation*}
\left(\Omega^{\dagger}\right)_{\mu v}=\Omega_{v \mu}^{*}, \tag{6.6}
\end{equation*}
$$

i.e. the elements of the hermitian conjugate (or adjoint) matrix are obtained by transposing ( $\mu \rightleftharpoons v)$, and taking the complex conjugate of, the elements of $\Omega$.

It may be noted that from (6.6) we get immediately $\Omega^{+\dagger}=\Omega$.

## Problem 16. Force-free case: Basic solutions

The one-dimensional wave equation shall be solved in the case $V=0$ and the physical significance of the solutions shall be discussed.

Solution ${ }^{1}$. The wave equation

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \frac{\partial^{2} \psi}{\partial x^{2}}=-\frac{\hbar}{i} \frac{\partial \psi}{\partial t} \tag{16.1}
\end{equation*}
$$

permits factorization,

$$
\begin{equation*}
\psi(x, t)=u(x) g(t), \tag{16.2}
\end{equation*}
$$

because by putting (16.2) in (16.1) one arrives at

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \frac{u^{\prime \prime}}{u}=-\frac{\hbar}{i} \frac{\dot{g}}{g}=\hbar \omega, \tag{16.3}
\end{equation*}
$$

where $\hbar \omega$ stands as abbreviation for the separation parameter. Splitting (16.3) into two separate equations we obtain
and

$$
\begin{aligned}
& \dot{g}=-i \omega g \text {, i.e. } g(t)=\mathrm{e}^{-i \omega t} \hat{\Lambda}^{T} u=\hbar \omega u \cdot \hbar \omega=E \\
& \qquad u^{\prime \prime}+\frac{2 m \omega}{\hbar} u=0 . \\
& \text { ve function is periodic in, and }|\psi|^{2} \text { independent of, } \\
& \text { e); with } \omega \text { positive, the constant }
\end{aligned}
$$

$$
\begin{equation*}
\frac{2 m \omega}{\hbar}=k^{2} \tag{16.6}
\end{equation*}
$$

becomes positive too, and the solutions of (16.5) are as well periodic in space.

It is an essential feature of quantum mechanics that time dependence is of the complex form (16.4); the real functions $\sin \omega t$ and $\cos \omega t$ are not solutions of the differential equation (16.4). This behaviour, so different from classical physics, is a consequence of the Schrödinger equation being of the first order in time.

The physical meaning of the parameter $\omega$ may be further interpreted by considering the operator on the left-hand side of (16.1) to be the hamiltonian, consisting only of the kinetic energy operator in our case. It follows that $E=\hbar \omega$ is the kinetic energy of a particle and must hence $s, \quad$ be positive real. Our solution therefore is an eigenstate of the hamiltonian.
$1-$
${ }^{1}$ In the following we shall write $\psi$ again for the one-dimensional part of the wave function satisfying Eq. (A.4), and $u$ for its space part.

Since $k^{2}$ is a positive constant, the complete solution of (16.5) or

$$
\begin{equation*}
u^{\prime \prime}+k^{2} u=0 \tag{16.7}
\end{equation*}
$$

is

$$
\begin{equation*}
u(x)=A \mathrm{e}^{i k x}+B \mathrm{e}^{-i k x} \tag{16.8a}
\end{equation*}
$$

so that the one-dimensional wave function $u(x) g(t)$

$$
\begin{align*}
& \psi(x, t)=A \mathrm{e}^{i(k x-\omega t)}+B \mathrm{e}^{-i(k x+\omega t)}  \tag{16.8b}\\
& =A e^{i k\left(x-v_{p A} t\right)}+B e^{-i R\left(x+v_{p h} t\right)} \\
& =A e^{-i k(i r c t i o n s}
\end{align*}
$$

consists of two waves running in opposite directions, both with phase velocity $v_{\mathrm{ph}}=\omega / k$.

The physical significance of the space part (16.8a) of the wave function becomes clear when we derive density

$$
\begin{equation*}
\rho=\psi^{*} \psi \tag{16.9}
\end{equation*}
$$

and flux

$$
\begin{equation*}
s=\frac{\hbar}{2 i m}\left(\psi^{*} \frac{\partial \psi}{\partial x}-\psi \frac{\partial \psi^{*}}{\partial x}\right) \tag{16.10}
\end{equation*}
$$

from (16.8b). We find


$$
\begin{aligned}
& \rho=|A|^{2}+|B|^{2}+\left(A B^{*} \mathrm{e}^{2 i k x}+A^{*} B \mathrm{e}^{-2 i k x}\right) ; ~ \\
& s=\frac{\hbar k}{m}\left(|A|^{2}-|B|^{2}\right) .
\end{aligned}
$$

The two waves, of amplitudes $A$ and $B$, apparently correspond to two opposite currents ${ }^{\text {s }}$, whose intensity is given by their respective normalization constants and is proportional to $k$. The density shows interference of the two (coherent) waves causing a space periodicity.

As long as no special reason (like boundary conditions) is given to achieve coherence, it will be reasonable to take either of the two waves, putting $B=0$ and obtaining $s>0$, or $A=0$ giving $s<0$. The result then corresponds to the linear motion of particles in one or the other direction. Admitting both signs of $k$, we may therefore summarize the final result as follows:
need this (C) $\psi(x, t)=C \mathrm{e}^{i(k x-\omega t)}$;

$$
\left.\begin{array}{lll}
\text { form fr } & E=\hbar \omega ; & k^{2}=\frac{2 m \omega}{\hbar} ;  \tag{16.11}\\
\text { wavepochets }
\end{array}\right\}
$$

Elimination of $\omega$ yields

$$
\begin{equation*}
E=\frac{\hbar^{2} k^{2}}{2 m} \tag{16.12}
\end{equation*}
$$

so that

$$
\begin{equation*}
p=\hbar k \tag{16.13}
\end{equation*}
$$

is the momentum, and

$$
\begin{equation*}
v=\frac{\hbar k}{m} \tag{16.14}
\end{equation*}
$$

the classical velocity of the particle. The latter is by no means identical with the phase velocity of the wave,

$$
\begin{aligned}
& \text { f the wave, } \\
& v_{\mathrm{ph}}=\frac{\omega}{k}=\frac{E^{k^{2} / 2 m}}{p}=\frac{1}{2} v
\end{aligned}
$$

it is, however, identical with the group velocity

$$
v_{\mathrm{gr}} \equiv \frac{\hbar \omega}{\hbar d k}=\frac{d E}{d p}=v . \quad \text { Thus mokes sase for }
$$

NB. The fundamental differential equation (16.1) may be interpreted as a wavepociete diffusion equation with an imaginary constant of diffusion, $D$ :

$$
D \frac{\partial^{2} \psi}{\partial x^{2}}=\frac{\partial \psi}{\partial t} ; \quad D=i \frac{\hbar}{2 m}
$$

Whereas factorization plays rather an important role in quantum theory but not in diffusion problems, the typical source-type solutions of (real) diffusion theory,

$$
\psi(x, t)=\frac{1}{\sqrt{t}} \int_{-\infty}^{+\infty} d \xi f(\xi) \mathrm{e}^{i \frac{m}{2 \hbar} \frac{(x-\xi}{} \frac{\xi)^{2}}{}}
$$

are of no importance in quantum theory.
Time reversal in (16.1) changes $\psi$ in $\psi^{*}$.

## Problem 17. Force-free case: Wave packet

A wave packet shall be constructed and its development as a function of time be investigated.

Solution. We start from the special solution of the wave equation found in (16.11):

$$
\begin{equation*}
\psi(k ; x, t)=C(k) \mathrm{e}^{i(k x-\omega t)} \tag{17.1}
\end{equation*}
$$

with

$$
\begin{equation*}
\omega=\frac{\hbar}{2 m} k^{2} \tag{17.2}
\end{equation*}
$$

$J$ of is leven (in 4 ) ag. Jo tinea siperyosita. is oleo a sole Problem 17. Force-free case: Wave packet
and $C(k)$ an arbitrary amplitude constant. Here, $k$ still is a free parameter so that the complete solution of the wave equation is obtained as any convergent integral of (17.1) over $k$ :

$$
\begin{equation*}
\psi(x, t)=\int_{-\infty}^{+\infty} d k \psi(k ; x, t) . \tag{17.3}
\end{equation*}
$$

Eq. (17.3) describes the most general form of an one-dimensional wave packet. The amplitude function $C(k)$ must, in order to make the integral converge, tend to zero at least as $1 / k$ with $|k| \rightarrow \infty$. Every suitable choice of $C(k)$ yields a special solution.

Let us now construct the wave packet so that, for an initial time $t=0$, the probability of finding the particle it describes differs appreciably from zero only inside a small region around $x=0$, and that the particle moves with momentum $p_{0}=\hbar k_{0}$. This can be accomplished if we choose , $\Rightarrow$ teal $\psi$ no momention

because then the density

$$
\rho(x, 0)=|\psi(x, 0)|^{2}=|A|^{2} \exp \left[-\frac{x^{2}}{a^{2}}\right]
$$

localizes the particle within $|x| \lesssim a$, and the flux (16.10) becomes

$$
s(x, 0)=\frac{\hbar}{2 m i} 2 i k_{0}|A|^{2} \exp \left[-\frac{x^{2}}{a^{2}}\right]=\rho \frac{\hbar}{m} k_{0}
$$

so that the particle velocity is $v_{0}=\frac{\hbar}{m} k_{0}$ and $p_{0}=m v_{0}=\hbar k_{0}$ the momentum of the packet. Since the wave function represents one particle, the normalization condition

$$
\int_{-\infty}^{+\infty} d x \rho=1
$$

holds, i. e.

$$
\begin{equation*}
|A|^{2}=\frac{1}{a \sqrt{\pi}} \tag{17.5}
\end{equation*}
$$

The expression (17.4) may be decomposed into plane waves using (17.3) and (17.1):

$$
\begin{equation*}
\psi(x, 0)=\int_{-\infty}^{+\infty} d k C(k) \mathrm{e}^{i k x} . \tag{17.6}
\end{equation*}
$$

$W=\frac{\hbar^{2}}{2 m} \nabla \psi^{*} \nabla 4=\frac{\hbar^{2}}{2 m}\left(\frac{x^{2}}{a^{2}}+k_{0}^{2}\right) P \quad E=\int d x W(x)=\frac{\hbar^{2}}{2 m a^{2}} \int \frac{d x}{a} e^{-x^{2} / a^{2}}\left(\frac{x^{2}}{a}\right)$
$+t^{2} k_{0}^{2} / 2 m$, is tern is LOC.CN, $\sim 1 / a^{2} \quad F_{L} \sim-\partial E / \partial a \sim \frac{1}{a^{2}}$ versus core

$$
\begin{aligned}
& j=\frac{\hbar}{2 i m}\left(\psi^{*} \frac{\partial \psi}{\partial x}-\psi \frac{\partial \psi^{*}}{\partial x}\right) \\
& \psi(x, 0)=A e^{-\frac{x^{2}}{2 a^{2}}} e^{i k_{0} x} \quad \psi^{*}=c, c \\
& \psi^{\prime}=\left(-\frac{x}{a^{2}}+i k_{0}\right) \psi \quad \psi^{*}=\left(-\frac{x}{a^{2}}-i k_{0}\right) \psi \\
& j=\frac{\hbar}{2 i m}\left[\psi^{*} \psi\left(-\frac{x}{c^{2}}+i k_{0}\right)-\psi^{*}\left(-\frac{x}{a^{2}}-i k_{0}\right)\right] \\
& j=\frac{\hbar}{2 i m} 2 i k_{0} \rho=\frac{\hbar k_{0}}{m} e
\end{aligned}
$$

remember $m_{j}=$ momentum demit
so $\hbar k_{0} \equiv p_{0} \quad v_{0}=\hbar k_{0} / m$ this define n "group velocity".

This is a Fourier integral whose inversion is

$$
\begin{aligned}
C(k) & =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d x \psi(x, 0) \mathrm{e}^{-i k x} \\
& =\frac{A}{2 \pi} \int_{-\infty}^{+\infty} d x \exp \left[-\frac{x^{2}}{2 a^{2}}+i\left(k_{0}-k\right) x\right] .
\end{aligned}
$$

This integral may be evaluated using the well-known formula

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d z \mathrm{e}^{-z^{2}}=\sqrt{\pi} . \tag{17.7}
\end{equation*}
$$

The result,

$$
\begin{equation*}
C(k)=\frac{A a}{\sqrt{2 \pi}} \exp \left[-\frac{1}{2} a^{2}\left(k-k_{0}\right)^{2}\right] \tag{17.8}
\end{equation*}
$$

can easily be understood in terms of Heisenberg's uncertainty rule: In the initial state, the coordinate uncertainty of the particle is, according to Eq. (17.4), of the order of $\Delta x=a$; as (17.8) shows, to this wave functimon there contributes a spectrum of wave numbers $k$ or of momenta $p=\hbar k$ around $k=k_{0}$ of a width $\Delta k=1 / a$ or $\Delta p=\hbar / a$. Therefore, independently of the choice of $a$, there holds the relation

$$
\begin{equation*}
\Delta x \cdot \Delta p=\hbar, \tag{17.9}
\end{equation*}
$$

which is in fact Heisenberg's principle of uncertainty.
Having determined $C(k)$ from the initial state at the time $t=0$, we are now prepared to evaluate the full integral (17.3) at any time, viz. the integral

$$
\psi(x, t)=\frac{A a}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} d k \exp \left[-\frac{1}{2} a^{2}\left(k-k_{0}\right)^{2}+i k x-i \frac{\hbar t}{2 m} k^{2}\right]
$$

The exponent is a quadratic form in $k$ so that again reduction to the complete error integral (17.7) can be performed. The result is


A good understanding of this rather cumbersome expression can be obtained by again discussing density $\rho$ and flux $s$, but now at any time. The former becomes

$$
\begin{equation*}
w^{v^{2}} \rho^{\rho^{2}} \rho(x, t)=|\psi(x, t)|^{2}=\frac{|A|^{2}}{\left[1+\left(\frac{\hbar t}{m a^{2}}\right)^{2}\right]^{2}} \exp \left[-\frac{\left(x-\frac{\hbar k_{0}}{m} t\right)^{2}}{a^{2}\left[1+\left(\frac{h t}{m a^{2}}\right)^{2}\right]}\right] \tag{17.11}
\end{equation*}
$$

As a function of $x$, the density $\rho(x, t)$ still is a bell-shaped curve, whose orexpas maximum, however, has now shifted from $x=0$ to $x=\frac{\hbar k_{0}}{m} t$. The $\psi(y, t)$ around $k_{0}$-see maximum of the 'wave group' represented by (17.10) therefore propagates with a velocity $v_{0}=\frac{\hbar k_{0}}{m}$ ('group velocity' $=$ particle velocity). The denominator of the exponent in (17.11) shows that, at the same time, the wave packet has broadened from its initial width $a$ at $t=0$ to

$$
a^{\prime}=a\left[1+\left(\frac{\hbar t}{m a^{2}}\right)^{2}\right]^{\frac{1}{2}} \simeq \frac{\hbar}{m a} t
$$

at $t=t$. This effect can easily be explained from the spectral function (17.8): The wave number spectrum having the width $\Delta k=1 / a$, the velocities of the partial waves cover a region of width $\Delta v=\frac{\hbar}{m} \Delta k=\frac{\hbar}{m a}$ so that the packet broadens by $\Delta x=t \Delta v=\frac{\hbar}{m a} t$ as derived above.

The flux is obtained from (17.10) with the help of the relation

$$
\frac{\partial \psi}{\partial x}=i k_{0} \frac{1+i \frac{x}{a^{2} k_{0}}}{1+i \frac{\hbar t}{m a^{2}}} \psi
$$

straightforward calculation yields by comparison with (17.11):

$$
\begin{equation*}
s(x, t)=\rho(x, t) v_{0} \frac{1+\frac{\hbar t x}{m a^{4} k_{0}}}{1+\left(\frac{\hbar t}{m a^{2}}\right)^{2}} . \tag{17.12}
\end{equation*}
$$

It follows that we by no means have $s=\rho v_{0}$ for all times, as we had for $t=0$. This again is a consequence of the finite width of the velocity spectrum: At the packet maximum, $x_{0}=v_{0} t$, Eq. (17.12) leads to the relation
 $a_{i}^{2}=a^{2}+\frac{\hbar^{2} t^{2}}{m^{2} a^{2}}=(\Delta x)_{0}^{2}+$

It should be noted that from the normalization

$$
\begin{equation*}
\int d^{3} x|\psi(r)|^{2}=1 \tag{14.7}
\end{equation*}
$$

there follows

$$
\begin{equation*}
\int d^{3} k|f(\boldsymbol{k})|^{2}=1 \tag{14.8}
\end{equation*}
$$

This can be shown by setting (14.1) into (14.7) for $\psi$ :

$$
\int d^{3} x|\psi(\boldsymbol{r})|^{2}=(2 \pi)^{-3} \int d^{3} x \int d^{3} k \int d^{3} k^{\prime} \mathrm{e}^{i\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \cdot \boldsymbol{r}} f(\boldsymbol{k}) f^{*}\left(\boldsymbol{k}^{\prime}\right)
$$

If here the integration over coordinate space is first performed ${ }^{2}$ we almost immediately arrive at the expression (14.8).

## Problem 15. Momentum space: Periodic and aperiodic wave functions

To deduce the probability interpretation of momentum space wave functions in the continuous spectrum by starting from periodic wave functions $\psi(r)$ in ordinary space and investigating the limiting process for infinitely large periodicity cube.

Solution. Let $L$ be the period in each of the three space directions $x, y, z$. Then the Fourier series

$$
\begin{equation*}
\psi(r, t)=L^{-\frac{3}{2}} \sum_{k} c_{k}(t) \mathrm{e}^{i(k \cdot r-\omega t)} ; \quad \omega=\frac{\hbar}{2 m} k^{2} \tag{15.1}
\end{equation*}
$$

includes terms only with components

$$
\begin{equation*}
k_{i}=\frac{2 \pi}{L} n_{i} ; \quad n_{i}=0, \pm 1, \pm 2, \ldots \tag{15.2}
\end{equation*}
$$

of each vector $\boldsymbol{k}$. This means that in $\boldsymbol{k}$ space, for large $L$, a volume element $d^{3} k$ includes

$$
\begin{equation*}
d^{3} k\left(\frac{L}{2 \pi}\right)^{3} \tag{15.3}
\end{equation*}
$$

states of different $k$ 's.
The normalization of series (15.1) can still be chosen by suitable choice of the coefficients $c_{\boldsymbol{k}}$. The square integral over the periodicity cube is

$$
\int_{\left(L^{3}\right)} d^{3} x|\psi|^{2}=L^{-3} \sum_{k} \sum_{k^{\prime}} c_{k}^{*} c_{k^{\prime}} \mathrm{e}^{i\left(\omega-\omega^{\prime}\right) \cdot \boldsymbol{r}} \underbrace{d^{3} x e^{i\left(k^{\prime}-k\right) \cdot r}}
$$

${ }^{2} \mathrm{Cf}$. however, the remark at the end of the following problem.
introduce kronecker delta
where the last integral vanishes if $\boldsymbol{k}^{\prime} \neq \boldsymbol{k}$ and becomes $=L^{3}$ if $\boldsymbol{k}^{\prime}=\boldsymbol{k}$ :

$$
\begin{equation*}
\int_{\left(L^{3}\right)} d^{3} x|\psi|^{2}=\sum_{k}\left|c_{k}\right|^{2} . \tag{15.4}
\end{equation*}
$$

Let $P_{L}$ now be the probability of finding the particle in the periodicity cube $L^{3}$, then $\left|c_{k}\right|^{2} P_{L}$ will be the probability of finding there the particle with momentum $\hbar k$, and $\left|c_{k}\right|^{2}$ the probability that, if the particle is found within $L^{3}$, its momentum will turn out to be $\hbar k$.

We now go on to infinitely large $L$. Then we may replace the Fourier sum (15.1) by a Fourier integral over $k$ space which according to (15.2) and (15.3) may be done by using the rule

$$
\begin{equation*}
\sum_{k} \rightarrow\left(\frac{L}{2 \pi}\right)^{3} d^{3} k \tag{15.5}
\end{equation*}
$$

Eq. (15.1) then yields

$$
\begin{equation*}
\psi(r, t)=\frac{L^{\frac{2}{2}}}{(2 \pi)^{3}} \int d^{3} k c(k, t) \mathrm{e}^{i(k \cdot r-\omega t)} \tag{15.6}
\end{equation*}
$$

This Fourier integral describes a wave function of finite values independent of $L$ if, and only if, the quantity

$$
\begin{equation*}
\left(\frac{L}{2 \pi}\right)^{\frac{3}{2}} c(k)=f(k) \quad N B \quad(2 \pi)^{1 / 2} \leftarrow \tag{15.7}
\end{equation*}
$$

has a finite limit for $L \rightarrow \infty$. The wave function

$$
\begin{equation*}
\psi(\boldsymbol{r}, t)=\frac{1}{(2 \pi)^{\frac{1}{2}}} \int d^{3} k f(\boldsymbol{k}, t) \mathrm{e}^{i(\boldsymbol{k} \cdot \boldsymbol{r}-\omega t)} \tag{15.8}
\end{equation*}
$$

then may be normalized according to
$\int d^{3} x|\psi|^{2}=\frac{1}{(2 \pi)^{3}} \int d^{3} k \int d^{3} k^{\prime} f^{*}(k) f\left(k^{\prime}\right) \mathrm{e}^{i\left(\omega-\omega^{\prime}\right) t} \int d^{3} x \mathrm{e}^{i\left(k^{\prime}-k\right) \cdot \mathrm{r}}$
where the last integral runs over infinite space and can be evaluated:

$$
\begin{equation*}
\int d^{3} x e^{i\left(k^{\prime}-k\right) \cdot r}=(2 \pi)^{3} \delta\left(k^{\prime}-k\right), \tag{15.10}
\end{equation*}
$$

so that we find for (15.9):

$$
\begin{equation*}
\int d^{3} x|\psi|^{2}=\int d^{3} k|f(k, t)|^{2} \tag{15.11}
\end{equation*}
$$

which, by the way, is simply the same as translating the sum (15.4) with (15.7), according to the rule (15.5). Hence, the probability that a particle found anywhere has its momentum $k$ within the element $d^{3} k$ becomes

$$
\begin{equation*}
d P_{k}=d^{3} k|f(k, t)|^{2} . \tag{15.12}
\end{equation*}
$$

$\underline{R_{1} r}=k_{x} x+h_{y} y+h_{z} z \quad e^{i \underline{R_{1}} \underline{r}}=e^{i k_{x} x} e^{i k_{y} y} e^{i h_{z} z}$

