This would be your first step, for example, when comparing data from sample
measurements versus controls. One wants to know if there is any difference in the

means: Comparison of Standard Deviations

R R T

Original instrument Substitute instrument
Mean (X, mM) 36.14 36.20
Standard deviation (5, mM) 0.28 0.47
Number of measurements () 10 4

a. Data from M. Jasrew. D). B. Hibbert. R. Osborne, and E. B. Young, Aral. Bicnal. Chem. 2010. 397, T17.

Is s from the substitute instrument “significantly” greater than s from the

original instrument?
If I:calculated > I:table' then the

F test (Variance test) difference is significant.

Make s,>s, so that F_,;,jateq >1



Table 4-3 Critical values of £ = s3/s? at 95% confidence level

Degrees of Degrees of freedom for s,
Seedom '
for 5, 2 3 4 5 6 7 8 9 102 15 20 30 *
2 190 192 192 193 193 194 194 194 194 194 194 194 195 (195
3 935 928 9.12 901 894 K89 884 8Bl 879 874 8J0 866 862 BS53

4 694 659 639 626 616 609 604 600 596 591 58 580 575 5.63
5 | 579 541 519 505 495 488 482 477 474 468 462 456 4350 4.36
z :
7

514 476 453 439 428 421 415 410 406| 400 394 387 381 367
387 379 373 368 364 358 351 344 338 323

474 435 402 397

8 446 407 384 369 358 350 344 339 335 328 322 315 308 293
9 4.26 363 348 337 329 323 318 314 307 301 294 286 2.7
10 | 410 371 348 333 322 304 307 302 298 291 284 277 270 254
11 | 368 359 336 320 310 301 295 290 285 279 272 265 257 240
12 388 349 326 311 300 291 285 280 275 269 262 254 247 230
15 368 329 306 290 279 271 264 259 254 248 240 233 225 207
20 349 300 287 271 260 251 245 239 235 228 220 212 204 184
30 332 292 269 253 242 233 227 221 26| 209 201 193 184 162
x 300 260 237 221 210 201 194 188 183 175 167 157 146 100

Sor = observations, degrees of frecdom = n — 1, There is a 5% prabability of observing £ above the
goulated value.

%o can compute £ for a chosen level of confidence with the Excel {unction FINY (I‘mbnhilu:_r.D:g_
peedom].Deg_freedom2). The statement = =FINV(0.05.7.6)" reproduces the value F = 421 in this
abic

Feiuiaceq = (0.47)2/(0.28)2= 2.8, Feoicutated (2.85) < Foopre (3.63)

Therefore, we reject the hypothesis that s, is signficantly larger
than s,. In other words, at the 95% confidence level, there is no
difference between the two standard deviations.



Hypothesis Testing

Desire to be as accurate and precise as possible. Systematic
errors reduce accuracy of a measurement. Random error
reduces precision.

The practice of science involves formulating and testing hypotheses,
statements that are capable of being proven false using a test of
observed data. The null hypothesis typically corresponds to a general or
default position. For example, the null hypothesis might be that there is
no relationship between two measured phenomena or that a potential
treatment has no effect.

In statistical inference of observed data of a scientific experiment, the null
hypothesis refers to a general or default position: that there is no relationship (no
difference) between two measured phenomena, or that a potential medical
treatment has no effect. Rejecting or disproving the null hypothesis — and thus
concluding that there are grounds for believing that there is a relationship between
two phenomena (there is a difference in values) or that a potential treatment has a
measurable effect — is a central task in the modern practice of science, and gives a
precise sense in which a claim is capable of being proven false.



http://en.wikipedia.org/wiki/Science
http://en.wikipedia.org/wiki/Hypothesis
http://en.wikipedia.org/wiki/Falsifiability
http://en.wikipedia.org/wiki/Statistical_inference
http://en.wikipedia.org/wiki/Scientific_experiment
http://en.wikipedia.org/wiki/Hypothesis
http://en.wikipedia.org/wiki/Falsifiability

This would be the second step in the comparison of values after a decision is
made regarding the F —test.

Comparison of Means

*west for comparison S ninz
o means: T

Sp@kd nl + 112

This t test is used when standard deviations are not significantly different.!!!

A= 1 * s = 1)
spooled ny+n — 2

S.ooleq 1S @ “pooled” standard deviation making use of both sets of data.

poole

If t_ cuiated > tiable (95%), the difference between the two means
is statistically significant!



Comparison of Means

This t test is used when standard deviations are significantly different!!!

¥ = X3

lcalculpsed =
S \/(sffn.} - (sgln;)

[(s3/m)) + (s3tmy)]’
(sitm))*  (s3ma)

n'—l "2_]

degrees of freedom =

Round the degrees of freedom from Equation 4-8 to the ncarest inleger,

If t_ cuiated > tiable (95%), the difference between the two means
is statistically significant!



Table 4-6 Critical values of

Pt b b s de e oo

Grubbs Test for Outlier (Data Point)

G for relectlon of outlier®?

Number of G
observations {95% confidence)
4 1.463
5 1.672
6 1.822
7 1.938
8 2032
9 2.110
10 2.176
11 2.234
12 2.285
I5 2.409
20 2.557

Mass loss (%) 102,108,116 99,94, 78 100,92, 11.3 95,106, 11.6
Sidney Cheryl Tien Dick

Chenvl's value 7.8 looks out of line from the other data. A datum that is far from the
sher points is called an owrlier. Should the group reject 7.8 before averaging the rest

o e data or should 7.8 be retained?
We answer this question with the Grubbs test. First compute the average (x) and

pe «andard deviation (5) of the complete data set (all 12 points in this example):

x = 10.16 s = 1.11
Ten compute the Grubbs statistic G, defined as

|questionable value — x|
= :

(4-9

mwhhs lest.

If G_,cuiated > Gtabler then the questionable
value should be discarded!

G =2.13 G, (12 observations) = 2.285

calculated —

Value of 7.8 should be retained in the data set.



Linear Regression Analysis

The method of least squares finds the “best” straight line
through experimental data.

= 3 Tintercepl = D




Linear Regression Analysis

Table 4-7 | Calculations for least-squares analysis

hd

x, N Xy xi d(=yv,—my, — b) d;
1 2 2 1 (0.038 462 0.001 479
3 3 9 Y —(.192 308 0.036 982
4 4 16 16 0.192 308 0.036 932
6 5 30 36 —(.038 462 0.001 479
o= 14 Sy=14 Sy =57 Zx) =62 Sid}) = 0.076 923

Jumtities required for propagation of uncertainty with Equation 4-19:
c XM ={1+3+346/4~350 y=(SxYn=(2+3+4 4+ 5§4=350
e - =1 =35 +(3-3SP+(H-357+(6-35 =13

nZ(xy) = 2x 2y
D
Z(x)Zy; — Z{xa)Zx;
D

Least-squares slope: m

Lezsi-squares imtercept: b
where the denominator, D, 1s given by

D = nS(x)) — (Zx;)°

Variability in m and b can be calculated. The first decimal place of the standard
deviation in the value is the last significant digit of the slope or intercept.



Use Regression Equation to Calculate Unknown
Concentration

y (background corrected signal) = m x (concentration) + b
x = (y - b)/m

- —
" - e e ) &
uncertainty in x (= s;) = |"’:| a + ek et S o

Report x + uncertainty in x

s, is the standard deviation of y.

k is the number of replicate measurements of the unknown.

n is the number of data points in the calibration line.

y (bar) is the mean value of y for the points on the calibration line.
x; are the individual values of x for the points on the calibration line.
x (bar) is the mean value of x for the points on the calibration line.



