
Comparison of Standard Deviations

Is s from the substitute instrument “significantly” greater than s from the 
original instrument?

F test (Variance test)
F =  

s1
2

s2
2

If Fcalculated > Ftable, then the 
difference is significant.

Make s1>s2 so that Fcalculated >1

This would be your first step, for example, when comparing data from sample
measurements versus controls. One wants to know if there is any difference in the
means.



Fcalculated = (0.47)2/(0.28)2 = 2.82 Fcalculated (2.82) < Ftable (3.63)

Therefore, we reject the hypothesis that s1 is signficantly larger
than s2. In other words, at the 95% confidence level, there is no
difference between the two standard deviations.



Hypothesis Testing
Desire to be as accurate and precise as possible. Systematic
errors reduce accuracy of a measurement. Random error
reduces precision.

The practice of science involves formulating and testing hypotheses,
statements that are capable of being proven false using a test of
observed data. The null hypothesis typically corresponds to a general or
default position. For example, the null hypothesis might be that there is
no relationship between two measured phenomena or that a potential
treatment has no effect.

In statistical inference of observed data of a scientific experiment, the null
hypothesis refers to a general or default position: that there is no relationship (no
difference) between two measured phenomena, or that a potential medical
treatment has no effect. Rejecting or disproving the null hypothesis – and thus
concluding that there are grounds for believing that there is a relationship between
two phenomena (there is a difference in values) or that a potential treatment has a
measurable effect – is a central task in the modern practice of science, and gives a
precise sense in which a claim is capable of being proven false.
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Comparison of Means

This t test is used when standard deviations are not significantly different.!!!

spooled is a “pooled” standard deviation making use of both sets of data. 

If tcalculated > ttable (95%), the difference between the two means 
is statistically significant!

This would be the second step in the comparison of values after a decision is 
made regarding the F –test.



Comparison of Means

This t test is used when standard deviations are significantly different!!!

If tcalculated > ttable (95%), the difference between the two means 
is statistically significant!



Grubbs Test for Outlier (Data Point)

If Gcalculated > Gtable, then the questionable 
value  should be discarded! 

Gcalculated = 2.13    Gtable (12 observations) = 2.285

Value of 7.8 should be retained in the data set.



Linear Regression Analysis

The method of least squares finds the “best” straight line
through experimental data.



Linear Regression Analysis

Variability in m and b can be calculated.  The first decimal place of the standard 
deviation in the value is the last significant digit of the slope or intercept.



Use Regression Equation to Calculate Unknown 
Concentration

y (background corrected signal) = m x (concentration)  +  b

x  =  (y  - b)/m

Report  x  ± uncertainty in x

sy is the standard deviation of y.
k is the number of replicate measurements of the unknown.
n is the number of data points in the calibration line.
y (bar) is the mean value of y for the points on the calibration line.
xi are the individual values of x for the points on the calibration line.
x (bar) is the mean value of x for the points on the calibration line.


