
Basic Statistics 

There are three types of error: 
 
1. Gross error – analyst makes a gross mistake (misread 

balance or entered wrong value into calculation). 
 

2. Systematic error - always too high or too low 
(improper shielding and grounding of an instrument 
or error in the preparation of standards). 
 

3. Random error -  unpredictably high or low (pressure 
changes or temperature changes). 

Precision = ability to control random error. 
Accuracy = ability to control systematic error. 



Statistics 

Experimental measurements always have some random 
error, so no conclusion can be drawn with complete 
certainty. Statistics give us a tool to accept conclusions 
that have a high probability of being correct. Deals with 
random error! 

There is always some uncertainty in a measurement. Challenge is to minimize 
this uncertaintity!! 



Standard Deviation of the Mean 

Another very common way chemists represent error a 
measurement is to report a value called the standard deviation. 
The standard deviation of a small sampling is:  
 
  
  

s = standard deviation of the mean 
N = number of measurements or points 
xi = each individual measurement 
 
x =  sample mean 
 

Trials Measurements 

1 21.56 

2 27.25 

3 25.53 

4 24.99 

5 24.43 

Mean 24.75 

s 2.07 

24.75 ± 2.07 
RSD =  (s/mean) x 100         Coefficient of variance =  (s)2 
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Standard Error of the Mean 

Another very common way to represent error is to report a 
value called the standard error. The standard error is related to 
standard deviation:  
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s = standard deviation of the mean 
N = number of measurements or points 

Trials Measurements 

1 21.56 

2 27.25 

3 25.53 

4 24.99 

5 24.43 

Mean 24.75 

s 2.07 

S.E. 0.93 24.75 ± 0.93 



Confidence Limit 

Another common statistical tool for reporting the uncertainty 
(precision) of a measurement is the confidence limit (CL). 
  
  Trials Measurements 

1 21.56 

2 27.25 

3 25.53 

4 24.99 

5 24.43 

Mean 24.75 

s 2.07 

S.E. 0.93 

C.L. 2.56 

 

Table 22.1: Confidence Limit t-values as 

a function of (N-1)  

N-1  90%  95%  99%  99.5%  

2  2.920  4.303  9.925  14.089  

3  2.353  3.182  5.841  7.453  

4  2.132  2.776  4.604  5.598  

5  2.015  2.571  4.032  4.773  

6  1.943  2.447  3.707  4.317  

7  1.895  2.365  3.500  4.029  

8  1.860  2.306  3.355  3.832  

9  1.833  2.262  3.205  3.690  

10  1.812  2.228  3.169  3.581  
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Population versus Sample Size 

μ  1σ        68.3% 

μ  2σ        95.5% 

μ  3σ        99.7% 

 

 

Median = middle number is a series of measurements 
Range = difference between the highest and lowest values 

The term population is used when an infinite sampling occurred or all possible 
subjects were analyzed. Obviously, we cannot repeat a measurement an infinite 
number of times so quite often the idea of a population is theoretical.  

Sample size is 
selected to reflect 
population. 



Q-Test 

 Q-test is a statistical tool used to identify an outlier within a 
data set . 

Cup ppm 
Caffeine 

1 78 

2 82 

3 81 

4 77 

5 72 

6 79 

7 82 

8 81 

9 78 

10 83 

Mean 79.3 

s 3.3 

C.L. 
95% 

2.0 

Critical Rejection Values for Identifying 
an Outlier: Q-test   

Qcrit   
N  90% CL  95% CL  99% CL   
3  0.941  0.970  0.994   
4  0.765  0.829  0.926   
5  0.642  0.710  0.821   
6  0.560  0.625  0.740   
7  0.507  0.568  0.680   
8  0.468  0.526  0.634   
9  0.437  0.493  0.598   
10  0.412  0.466  0.568   

xq = suspected outlier  
xn+1 = next nearest data point  
w = range (largest – smallest data point in the set)  
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Calculation Q-test 

Example - Perform a Q-test on the data set from Table on previous page 
and determine if you can statistically designate data point #5 as an 
outlier within a 95% CL. If so, recalculate the mean, standard deviation 
and the 95% CL . 
 
Strategy – Organize the data from highest to lowest data point and use Equation  
to calculate Qexp.  
 
 
 
 
 
Solution – Ordering the data from Table 22.3 from highest to lowest results in  
 
 
 
 

Using the Qcrit table, we see that Qcrit=0.466.  Since Qexp < Qcrit, you must 
keep the data point.  
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Grubbs Test 

The recommended way of identifying outliers is to use the Grubb’s 
Test. A Grubb’s test is similar to a Q-test however Gexp is based upon 
the mean and standard deviation of the distribution instead of the 
next-nearest neighbor and range.  
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Table: Critical Rejection Values for Identifying 
an Outlier: G-test   

Gcrit   
N  90% C.L.  95% C.L.  99% C.L.   
3  1.1.53  1.154  1.155   
4  1.463  1.481  1.496   
5  1.671  1.715  1.764   
6  1.822  1.887  1.973   
7  1.938  2.020  2.139   
8  2.032  2.127  2.274   
9  2.110  2.215  2.387   
10  2.176  2.290  2.482   

If Gexp is greater than the critical G-value (Gcrit) found in the Table then 
you are statistically justified in removing your suspected outlier . 



How would you determine if the value is 
high or not? 

Is the value high or within the  confidence interval of the normal counts? 
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Mean = 5.1 x 106 counts 
s = 1.9 x 106 counts 

5.1 ± 1.9 (x 106 counts)  std. dev. 

5.1 ± 2.4 (x 106 counts)  95% C.L. 
 
5.6 (x 106 counts) is within the 
normal range at this confidence 
interval. 



Student’s t  

From a limited number of measurements, it is possible to find population 
mean and standard deviation. 

Good to report mean values at the 95% confidence interval 

Confidence interval 



Student’s t 


